The past year was an amazing year for CLIVAR. The celebration of our 20 years of success culminated with the CLIVAR Open Science Conference in September. Almost 700 scientists from 50 countries gathered in Qingdao, China, and over the course of five days, scientists showcased major advances in climate and ocean research. By design, more than one third of participants were early career scientists, who presented their work through 234 posters and oral presentations, including plenary talks.

One of the important aims of the conference was to engage the future generation. Jointly with the OSC, CLIVAR successfully organized an Early Career Scientists Symposium (ECSS), hosted by China’s First Institute of Oceanography (SOA/FIO). More than 120 students and early career scientists participated in the symposium. Participants enjoyed an informal atmosphere, while discussing in groups the key research challenges that the scientific climate community faces at the moment and highlighting the need for international science collaboration. They also discussed the best ways to engage potential stakeholders with their scientific information and suggested their vision for the future of CLIVAR. I would like to say a big thank you to all those involved in the organisation of the ECSS. Without them, the success of the symposium would not have been possible.

The conference injected an amazing degree of enthusiasm about CLIVAR’s research and fortified the notion that CLIVAR is and will be critical to meet society’s needs for climate information. International cooperation of the type that CLIVAR fosters will continue to be indispensable to developing the human capacity and infrastructure that underpin all major scientific breakthroughs. The conference certainly helped in handing over the enthusiasm for CLIVAR and its science to the next generation, whose excitement is a promise for a very bright future. This issue of Exchanges showcases some of high quality research done by young researchers that were presented with outstanding poster awards at the OSC. A team of over 50 senior and early career scientists reviewed the 234 qualifying posters, and the full list of winners can be seen at this url: http://www.clivar.org/news/clivar-osc-poster-awards.

Also, this past year saw the departure of Valery Detemmerman from the ICPO. Valery has supported CLIVAR activities for more than two decades, initially from her position at the WCRP’s Joint Planning Staff (JPS) in Geneva, and then as the Executive Director of the ICPO in Qingdao, since 2014. Valery is now enjoying a well deserved retirement, and her always optimistic approach will be missed by all in the CLIVAR community.

But we are also pleased that, after an extensive search, we would like to welcome the new Executive Director of the International CLIVAR Project Office (ICPO), José Luis Santos Davila. José obtained his Ph.D. in Atmospheric Sciences from the Georgia Institute of Technology of Atlanta, USA in 1995. He has been a Professor at the Marine Sciences and Maritime Engineering Department of the Escuela Superior Politecnica del Litoral, located in Guayaquil, Ecuador since 1989. He was the Director of the International Research Center on El Niño (CIIFEN) between 2002-2005. His current research interest are El Niño-Southern Oscillation variability and impacts, and Climate Change and variability on tropical areas. The ICPO Executive Director will be based at the International CLIVAR Global Project Office, generously hosted at the First Institute of Oceanography (FIO), in Qingdao, China. José will move to Qingdao and officially start on his position at the beginning of April.
The CLIVAR Early Career Scientists Symposium was hosted by the First Institute of Oceanography in Qingdao, China, on September 18 and 24-25, 2016. 135 early career scientists (ECS) from 34 countries participated. The first day of the symposium provided the opportunity for ECS to network with peers and senior scientists, to become familiar with the institutional structure of CLIVAR, and to prepare for the upcoming Open Science Conference (OSC). During the weekend following the OSC, the symposium served as a forum to actively engage the ECS and challenge them to find solutions to critical issues in atmospheric and ocean science. Participants worked in diverse international teams to complete the following tasks: highlight key research challenges and goals; identify major challenges facing international science collaboration; discuss how to effectively engage the audience of their scientific information; and suggest their vision for the future of CLIVAR.

As the next generation of scientists, the ECS participants recognized their critical role in shaping the future of climate science by answering pressing research challenges and goals. In agreement with CLIVAR’s Science Challenges outlined in the Science Plan, ECS participants emphasized the need for improved understanding of 1) regional climate change and variability, 2) internal variability, 3) ocean carbon and heat uptakes, and 4) climate processes and feedbacks. The community would also benefit from coordinated climate model developments, an improved and expanded global observation network, and further efforts towards seamless prediction across space and time scales. The ECS recognized the need for increased interdisciplinary research and are committed to bridging the gaps between disciplines.

International collaboration was highlighted as instrumental to the success of the global science community, as the ECS recognized that climate challenges are not contained by political borders, and international cooperation is critical for developing solutions. Collaboration is dampered by asymmetries between nations, which include: unequal access to data and journals, unequal funding and resources, language barriers, and political limitations such as overly-restrictive visa requirements which too often hinder travel. Potential solutions include two-way collaborative exchanges of scientists between countries, promoting regional networks and capacity building (particularly within developing nations), and encouraging participation in international networks and organizations to link scientists and increase visibility of their work. An overarching theme which emerged repeatedly at the symposium was the need for increased openness and standardization of scientific content such as access to journal articles, open-source code, and universal accessibility and increased standardization of data. A proposed solution to address travel restrictions due to cumbersome visa requirements is for CLIVAR to take a leading role as a global entity representing climate scientists to formulate an open letter highlighting the issue and addressing it to local science ministries and foreign affairs departments.

Education at all levels, from schools to seniors, was seen as key to engaging the audience of information produced by the climate science community. An active debate emerged on the appropriate spread of CLIVAR efforts between conducting core scientific research versus engaging in communication. It was recognized that effectively informing adaptation measures would require far greater inclusion of “external disciplines,” including the social sciences, engineering and planning communities, while still requiring significant input from the CLIVAR science community.

The ECS expressed general support for the priorities and implementation strategies laid out in the CLIVAR Science Plan while making concrete suggestions for improving the plan to better reflect the full community. The next generation of climate scientists is dedicated to overcoming the challenges outlined in this summary and looking forward to advancing CLIVAR’s mission and activities by leveraging the new ideas and collaborations forged at the 2016 ECS Symposium.

A further article titled “Summary of the CLIVAR Early Career Scientists Symposium 2016”, with an overview of the activities of the ECC Symposium, has been submitted to Nature Climate and Atmospheric Science, and should be published soon.
Indian Ocean sea surface partial pressure CO\textsubscript{2} and air-sea CO\textsubscript{2} flux interannual variability in the CMIP5-ESM models

Rondrotiana Barimalala\textsuperscript{1}, Annalisa Bracco\textsuperscript{2}, Lei Zhou\textsuperscript{1}

\textsuperscript{1}Shanghai Jiao Tong University, Shanghai, China
\textsuperscript{2}Georgia Institute of Technology, Atlanta, GA, USA

Contact e-mail: rbarimal@sjtu.edu.cn

Introduction

Studies on interannual variability in biogeochemistry are still limited in the tropical Indian Ocean (IO), particularly with regard to the air-sea CO\textsubscript{2} gas exchanges. Existing studies, mostly focused on annual means and seasonal variability, present large uncertainties as observations spread in space and time over IO are still lacking. For instance, using ship observational data, Takahashi et al. (2009) found that the tropical Indian Ocean is a source of CO\textsubscript{2} to the atmosphere with an annual mean of 0.09±0.005PgC.yr\textsuperscript{-1}. Similarly Valsala et al. (2013) found that the Indian Ocean is a source of 0.12±0.04PgC.yr\textsuperscript{-1} to the atmosphere using a simple ocean biogeochemical model. On the other hand, Gurney et al. (2004) found that the Indian Ocean is a sink of CO\textsubscript{2} with an annual mean of 0.32±0.33PgC.yr\textsuperscript{-1} using inverse techniques.

Previous studies show that changes in physical climate can affect the exchange of CO\textsubscript{2} between the atmosphere, land and ocean. The resulting changes in CO\textsubscript{2} concentration in turn affect the physical climate, through the so-called climate-carbon feedback (e.g. Friedlingstein et al., 2006, Arora et al., 2013). The well-known interannual variability in the IO might, therefore, affect the air-sea CO\textsubscript{2} variability, that can then feedback to its physical modes. However, most studies on air-sea CO\textsubscript{2} fluxes and their interannual variability are focused on the tropical Pacific and Atlantic as the Indian Ocean does not contribute significantly to the global CO\textsubscript{2} flux variability (e.g. Le-Quere et al., 2000; McKinley et al., 2004; Valsala et al., 2014; Wang et al., 2015). Nevertheless, although the IO air-sea CO\textsubscript{2} variability may not contribute on a global scale, it can play an important role regionally.

Among the few existing studies, Valsala et al. (2013) found that the interannual anomalies of CO\textsubscript{2} emission over the northern Indian Ocean are about 30% to 40% of the seasonal amplitudes. However, due to the biases and magnitude errors in their analyses, which may be due to lack of an ecosystem module in their model, they suggest that further studies are needed. Recently, the fifth Coupled Model Intercomparison Project (CMIP5 - Taylor et al., 2012) provides a large enough ensemble of Earth System Models (ESM) designed to simulate the interaction between physical, chemical and biological processes in the atmosphere, land and ocean to allow for reconsidering this problem.

The aim of this study is therefore to evaluate how the CMIP5-ESM models represent the interannual variability of surface pCO\textsubscript{2} partial pressure and air-sea CO\textsubscript{2} flux over the Indian Ocean. Moreover, we seek to investigate the linkages between pCO\textsubscript{2} variability and the well-known physical modes that impact the Indian Ocean circulation: the El-Niño Southern Oscillation (ENSO) and the Indian Ocean Dipole (IOD). Four models from the CMIP5-ESM are analyzed in this work. Overall, the models depict a realistic seasonal cycle in surface pressure CO\textsubscript{2} (spCO\textsubscript{2}) and air-sea CO\textsubscript{2} fluxes (fgCO\textsubscript{2}). The whole IO (north of 30°S) is found to be a net sink in CO\textsubscript{2}, both in the observations (with an annual mean of 0.06PgC.yr\textsuperscript{-1}) and in the models (with an annual mean ranging from 0.003PgC.yr\textsuperscript{-1} to 0.05PgC.yr\textsuperscript{-1}). In the models, the interannual variability in fgCO\textsubscript{2} varies from 25% to 95% of the respective seasonal amplitude. However, further investigation is needed to explain the driving mechanisms of the air-sea CO\textsubscript{2} flux interannual variability as no precise conclusion could be deduced from the present study.

Models and data description

Outputs from four models participating in the CMIP5-ESM ensemble are analyzed in this study. These models are used based on the availability of the data when the analysis was initiated. However a more complete set of the models will be published in a later report.

The models are CESM1-BGC, GFDL-ESM2G, HadGEM2-ES and MPI-ESM-LR. One realization from each model is used. Monthly mean from the outputs are utilized through the study. We focus on the historical simulations.
and on the period extending from 1950 to 2005.

We also use the HadISST reanalysis (Rayner et al., 2003) as observational counterpart of sea surface temperature (SST), and the climatological data from Takahashi et al. (2009) to evaluate the spco$_2$ and fgco$_2$ fluxes. The anomalies of any given variable throughout this study are calculated as the difference between the variable and the time dependent mean for the period of study.

Nino3.4 index defined as the average of SST anomalies within 190E-210E, 5S-5N is used to represent ENSO, and the IOD index is defined as the difference between the area average SST anomalies within east IO (EIO; 90E - 110E, 10S - 0) and west IO (WIO; 50E-70E, 10S - 10N).

**Climatology**

Fig 1 shows the climatological SST, spco$_2$ and fgco$_2$ (downward positive) averaged over the whole IO domain (30E-110E, 35S-30N). In general, the models represent well the seasonal cycle of these three variables.

For SST, the highest mean temperature occurs during boreal spring, in correspondence with the monsoon reversal period. The lowest temperature is seen in late boreal summer when different upwelling systems over the basin (e.g., Somalia upwelling system, east IO) are at their peak.

Compared to the observations, CESM1-BGC shows a warm bias throughout the year, whereas the other three models are colder than HadISST, with HadGEM2-ES being the closest to the observations, except for April.

Similarly, the spco$_2$ annual cycle has its maximum in boreal spring and minimum in August, confirming the partial role of SST in driving the spco$_2$. The annual variation in spco$_2$ throughout the year is around 2Pa. HadGEM2-ES shows the strongest bias with respect to the climatological observations of Takahashi et al. (2009), while the other three models are close to each other and displaying weaker levels than the observations, especially from June onward.

On the other hand, the air-sea CO$_2$ flux reaches a maximum during boreal summer season and a minimum in winter. In this study, positive fgco$_2$ represents flux from the atmosphere into the ocean. In the observational reanalysis the whole IO is therefore a net sink of CO$_2$ (0.06PgC.yr$^{-1}$) in all months. The models, however, display negative fgco$_2$ (source to the atmosphere) in winter extending into spring and early boreal summer depending on the model. On average, the annual mean in fgco$_2$ is found to be 0.047PgC.yr$^{-1}$ in CESM1-BGC, 0.05PgC.yr$^{-1}$ in GFDL-ESM2G, 0.01PgC.yr$^{-1}$ in HadGEM2-ES and 0.003PgC.yr$^{-1}$ in MPI-ESM-LR. By separating the north and south IO, the models agree with previous studies.

**Figure 1:** Seasonal cycle averaged over the India Ocean (30E-110E, 35S-30N) for (a) SST (Units: degree C), (b) ocean surface pco$_2$ (Units: Pa) and (c) air-sea CO$_2$ flux in which positive sign represents a downward flux (Units: PgC.yr$^{-1}$)
suggesting that the north IO is a perennial source of CO$_2$ to the atmosphere, whereas the south is a sink (e.g. Sarma et al., 2013). The magnitudes of CO$_2$ fluxes are mostly underestimated in the models, except during boreal summer when GFDL-ESM2G depicts higher fgco$_2$ than in the observational data set.

Figure 2: SST first EOF for (a) HadISST, (b) CESM1-BGC, (c) GFDL-ESM2G, (d) HadGEM2-ES, (e) MPI-ESM-LR. (Units: degree C)
Long-term trend and interannual variability

Before analyzing the interannual variability in $spco_2$ and $fgco_2$, the model representation of the dominant climate modes in SST is evaluated with an Empirical Orthogonal Function (EOF) analysis. This is important given that the surface ocean temperatures are a major driver of the $spco_2$ (and therefore $fgco_2$) seasonal cycle and they are likely to influence the interannual variability as well. All interannual analyses are computed after removing the linear trend in the data and using a 12 months running mean of the monthly data from 1950-2005.

Figure 3: (a) $spco_2$ interannual variability (continuous line) and linear trend (dashed line). $spco_2$ first EOFs for CESM1-BGC. (b) CESM1-BGC. (c) GFDL-ESM2G. (d) HadGEM2-ES. (e) MPI-ESM-LR (Units: Pa)
Fig 2 shows the first EOF (EOF1) of the SST anomalies in the HadISST reanalysis and in the models. The observational data set displays a basin-wide warming, in which the first Principal Component (PC1) is significantly correlated to the Nino3.4 time series (corr = 0.57) and explains 31% of the total variance, whereas PC2 (not shown) is significantly linked to the IOD index (corr 0.32) in general, the models reproduce the observed dominant modes. For instance, CESM1-BGC, GFDL-ESM2G and MPI-ESM-LR depict the basin wide warming as EOF1, explaining respectively 36%, 33.6% and 29.9% of their total variances. The correlations between PC1 and Nino3.4 in these three models are higher than in the observations (0.62, 0.63 and 0.65, respectively).

In HadGEM2-ES the EOF1 pattern mostly consists of a positive anomaly but a cooling signal can be seen in the eastern part of the basin, forming a dipole-like pattern. The correlation between PC1 and Nino3.4 is also lower (0.63) than that of PC1-IOD (0.68), suggesting that the dominant mode of variability in this model is the IOD.

The temporal evolution of the IO spco$_2$ anomalies in the CMIP5-ESM models are shown in Fig 3a. Continuous lines show the linearly detrended anomalies, and dashed lines represent the linear trends for each model. Overall the models show positive trends up to 1.8Pa.decade$^{-1}$. By considering the whole period of 1950-2005, a change in linear trend is noticed in the models. Change in trend detection technique is therefore applied and the models depict an acceleration of trend from after 1975 compared to previous years. These two linear trends are then removed from the models accordingly. However, no observational data can be used to verify such change in the trend.

The interannual anomalies in spco$_2$ have relatively weak magnitude with respect to the trend, and are contained within ±0.3Pa. The patterns of the first EOFs in spco$_2$ (Figs 3b-e) show quite a disagreement between the models. For instance, CESM-BGC displays a dipole-like pattern with an increase in spco$_2$ in the east IO and a decrease in the west. EOF1 explains 55% of the total variance. The correlation between PC1 with Nino3.4 and IOD are respectively 0.4 and 0.63. The relatively high correlation between PC1 and IOD suggests that the dominant mode of variability in spco$_2$ for CESM1-BGC is the IOD. For GFDL-ESM2G and HadGEM2-ES, the EOF1 is characterized by a basin-wide increase in spco$_2$ which explains about 23% of the variance. The correlations between PC1 and Nino3.4 are respectively 0.43 and 0.56 in the two models. The correlation between PC1 and IOD, however, is not statistically significant for GFDL-ESM2G and is 0.36 for HadGEM2-ES. Thus, for these two models, ENSO modulates the spco$_2$ interannual variability. Finally in MPI-ESM-LR, although EOF1 represents 21% of the total variance, the dominant mode does not show any significant correlation with either of the two physical modes.

Fig 4a shows the area integrated interannual anomalies of fgco$_2$ in the IO. For the period of 1950-2005, all models show a weak upward fgco$_2$ trend in which CESM1-BGC displays the highest trend of 0.008PgC.decade$^{-1}$ and GFDL-ESM2G shows the lowest at 0.002PgC.decade$^{-1}$. The amplitudes of the interannual anomalies range between -0.025PgC.yr$^{-1}$ and 0.03PgC.yr$^{-1}$, about 25% to 95% of their respective seasonal amplitudes.

The first EOFs of fgco$_2$ in the IO explain respectively 41.9%, 20.6%, 17.1% and 21.2% of the variance for CESM1-BGC, GFDL-ESM2G, HadGEM2-ES and MPI-ESM-LR. In the four models, common patterns of positive air-sea CO$_2$ flux are seen over the south IO (mainly along the thermocline ridge) and the Bay of Bengal. These are known areas of net sink CO$_2$ in the IO. In other parts of the basin, the models show a significant mismatch. For instance, the eastern equatorial IO is a CO$_2$ sink in CESM1-BGC and HadGEM2-ES, but it is a source in the other two models. Moreover, in the western IO, CESM1-BGC and GFDL-ESM2G depict negative fgco$_2$ whereas HadGEM-ES and MPI-ESM-LR show positive anomalies.

Overall, the EOF pattern for CESM1-BGC clearly reflects the influence of the IOD on the air sea CO$_2$ flux; the correlation between PC1 and IOD is 0.62. For GFDL-ESM2G, and HadGEM-ES, although the dominant mode in spco$_2$ is linked to ENSO, the correlation between fgco$_2$ PC1 and Nino3.4 (0.27 for GFDL-ESM2G and 0.48 for HadGEM-ES) does not differ much from that of PC1 and IOD (0.28 and 0.51). Similar correlations are also found in MPI-ESM-LR, despite the fact that the correlation between the two physical modes with spco$_2$ was not statistically significant.

No clear conclusion on the relative role of IOD and ENSO can be deduced yet from these last three models. These results need further investigation given that the effect of ENSO and IOD in these models could be complementary throughout the fifty year-period of study (as found by Valsala et al. (2013) in their work on the Northern IO), triggering very close correlations between PC1 and each of the indices.

**Summary**

Outputs from 4 models within CMIP5-ESM are used to investigate the interannual variability in spco$_2$ and air-sea CO$_2$ flux in the tropical Indian Ocean. The models reproduce reasonably well the seasonal cycle over the whole IO. However, the interannual variability along with the dominant driving mechanisms differs considerably between the models. The IOD is found to be the main driver of the air-sea CO$_2$ flux variability in CESM1-BGC, while both the IOD and ENSO appear to play a comparable role in the other models. A closer look at different parts of the IO will also help understanding the CO$_2$ interannual variability and its mechanisms over the
basin. In addition, to better quantify the contribution of the physical forcings, a decomposition of the spco\textsubscript{2} response to SST, salinity, alkalinity and dissolved inorganic carbon changes should be performed.

**Figure 4:** Same as Fig 3 but for fgco\textsubscript{2} (Units: 10\textsuperscript{-1}PgC yr\textsuperscript{-1})
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Introduction

The zonally averaged transport in the Atlantic, the Atlantic Meridional Overturning Circulation (AMOC), is responsible for a maximum northward heat transport of about 1PW (Trenberth and Caron, 2001). It is therefore a key player in the climate system and subject of many climate research studies. Despite the enormous research effort, open questions regarding e.g. the strength and sensitivity of the AMOC remain. Especially, it is unclear how the AMOC changes in the course of projected climate change. This article is intended to give a brief introduction about our approach to better understand where and how the northward flowing water masses sink before they return southward at depth. In particular, we aim to investigate which dynamical processes are involved in this sinking process that we refer to as the downwelling branch of the AMOC.

Idealized studies indicate that the downwelling is confined to lateral boundary currents around the marginal seas of the North Atlantic (e.g. Spall, 2001; Straneo, 2006; Spall, 2010). These studies further indicate that eddies play an important role for the downwelling since they influence e.g. the heat and vorticity budget of the boundary current. This than effects the horizontal convergence of the flow and therefore the downwelling itself.

In the presence of rotation, vertical motion is linked to a change of vorticity. Spall (2010) and Cenedese (2012), use the vorticity budget to identify how the downwelling causing a vorticity stretching is balanced by other terms in the vorticity balance. They find that vorticity advection and dissipation plays an important role in balancing the stretching.

We follow the approach of Spall (2010) and Cenedese (2012) and diagnose the vorticity budget but further expand it by separating the mean advection term from the eddy advection term. This enables us to distinguish between the role of the mean flow and that of the eddies on the downwelling. Beside using idealized studies similar to that of Spall (2010), we also diagnose the vorticity budget in a more realistic strongly-eddying (0.1 degree) global ocean model.

The downwelling in a realistic configuration

The realistic model that we use to diagnose the downwelling and the vorticity budget is a strongly-eddying configuration of POP (Parallel Ocean Program) with a nominal grid spacing of 0.1°and 42 vertical levels (Maltrud et al., 2010). The model is forced by the “normal year” Coordinated Ocean Reference Experiment (CORE) forcing dataset. This dataset, consists of a single annual cycle that is repeated every model year (Large and Yeager, 2004). Details of the model configuration can be found in the auxiliary material of Weijer et al. (2012).

Fig 1a shows the sea surface temperature in the Labrador Sea in winter. It shows a warm boundary current circulating anti-clockwise around the colder interior of the Labrador Sea. At the west coast of Greenland a topographic narrowing destabilizes the boundary current and warm-core anti-cyclonic eddies form. These eddies play an important role in exchanging heat and vorticity between the boundary current and the interior.

All along the boundary current, patterns of enhanced vertical velocities can be found (Fig. 1b) often with alternating signs. Since Fig. 1b was derived from a 10 year mean, the alternating up- and downwelling signal cannot be associated with mesoscale eddies.

An exception to this alternating up- and downwelling signal can be found downstream of Cape Desolation in the West Greenland Current. Here, a large stripe of downward velocities can be identified, accompanied by a weaker upwelling signal further offshore. This strong downwelling signal is responsible for most of the net downwelling in the Labrador Sea and therefore of particular interest for this study.

The downwelling in an idealized configuration

To further investigate the dynamics that are involved in the downwelling, we use an idealized model configuration. The main aim of this idealized model simulation is to reproduce the basic circulation of the Labrador Sea, in particular the enhanced downwelling pattern offshore of Cape Desolation. At the same time, we try to avoid
generating complicated patterns of up- and downwelling as found in the realistic model (Fig. 1b) by using a simplified topography.

Our idealized model configuration of the MITgcm is similar to that one used by Spall (2010). The model domain consists of a closed basin with a simple topography that decays exponentially from the lateral boundaries towards the interior (see Fig. 2). By increasing the e-folding scale of the topographic slope, we introduce a topographic narrowing at the eastern part of our domain. This topographic narrowing is mimicking the steep slopes offshore of Cape Desolation.

We use a horizontal resolution of 2km and 20 vertical levels of 150m, yielding a maximum depth of 3000m. By using partial bottom cells, we obtain a smoother representation of the topographic slope. Further idealizations of our model consist of applying the beta-plane approximation and using a linear equation of state with temperature as the only active tracer. Biharmonic dissipation and diffusion operators are applied with no-slip boundary conditions at the lateral and bottom boundaries.

A warm boundary current, representing current systems like the West Greenland Current, is induced by restoring temperature in the southernmost part of the domain to a reference profile with constant vertical and meridional gradients. Furthermore, we restore velocity in this region to be in thermal wind balance and add a barotropic component such that there is a zero flow at the bottom. We represent surface cooling by applying a constant heat flux of 50 W/m². In cases of static instability, we increase the vertical diffusivity as a parameterization of convection since our simulations are hydrostatic.

After a spin-up of five years, the flow field is in statistical equilibrium. A warm boundary current is established (Fig. 2a) and a rich warm-core anti-cyclonic eddy field is responsible for exchanging heat between the warm boundary current and the cold interior balancing the surface heat loss (Fig. 2a and b). The mean flow derived from a five-year average following a five year spin-up demonstrates enhanced vertical velocities along the topographic narrowing, with a downward transport of 4.4Sv (Fig. 2c).

Spall (2010) used the vorticity budget in a similar setup as our idealized configuration to find that stretching of planetary vorticity is primarily balanced by eddy flux divergences of relative vorticity and, close to the lateral boundary, by friction. We expand the diagnostics of Spall (2010) by separating the vorticity advection term into a mean and an eddy component. This facilitates the explanation of both terms but most importantly, it allows to separate the role of the eddies from that of the mean flow.

In fact, we find that both terms are of similar magnitude but play a different role in setting the downwelling. The mean flow is most dominant up- and downstream of the narrowing where the topographic slope changes and the current converges. It has a strong downward component upstream and slightly weaker upward component downstream of the narrowing. It therefore indicates how a topographic sill can induce strong down- and upward motion. We speculate that similar topographic features are responsible for the complicated up- and downwelling patterns in the realistic model (Fig. 1b).

The eddy term is most dominant at the narrow slope
itself. As found by Spall (2010), the eddy component of the vorticity advection is towards the boundary. Therefore, it induces vorticity stretching offshore and vorticity squeezing onshore. Indeed, the offshore stretching can be identified with the strong downwelling pattern along the topographic narrowing (Fig. 2c). However, there is no upwelling signal onshore. Here, dissipation and the mean component of the vorticity advection cancel the eddy component of the vorticity advection.

**Conclusion**

The aim of this study is to better understand the dynamics of enhanced downwelling and therewith to better understand the downwelling branch of the AMOC. Measuring vertical velocities remains a challenge and observations of vertical velocities barely exist. Therefore, we use a combination of realistic and idealized models to study the downwelling. With the idealized simulations, we are able to focus on the most crucial dynamical processes contributing to the downwelling. By excluding e.g. complex topographic features, the downwelling pattern becomes more regular and easier to interpret. Diagnosing the dynamics that are involved in the downwelling of the idealized model then facilitates to interpret the more complex downwelling patterns in the realistic model simulation.

Finally, we think that our results are helpful for understanding and interpreting the sensitivity of the dynamics involved in the downwelling branch of the AMOC. In particular, we expect to gain more insight into the sensitivity of the downwelling or the eddy activity with respect to external parameters like the wind stress or surface heat fluxes over marginal seas like the Labrador Sea.
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Introduction

The climate changes observed in the last decades have raised concern among policy and decision makers about the importance of improving the knowledge and prediction of climate. In particular, the Southeastern South America (SESA) is one of the few regions in the world which have experimented both large positive summer precipitation trends in mean and extremes during the 20th century (e.g. Liebmann et al., 2004; Re and Barros, 2009; Penalba and Robledo, 2010; Saurral et al., 2016). Furthermore, a precipitation increase is projected over the region for the current century (Hartmann et al., 2013). These changes pose a significant threat for many socio-economic sectors within this region.

Recently, Vera and Díaz (2015) have shown that the fifth phase of the Coupled Model Intercomparison Project of the World Climate Research Program (CMIP5, Taylor et al., 2012) multi-model historical simulation dataset (i.e. including all observed forcings) is able to represent the sign of the trends of the last century over SESA, although with a weaker magnitude. When comparing results from the historical simulation including all forcings against those only including natural forcings and only considering greenhouse gases forcing, they concluded that anthropogenic forcing in CMIP5 models has a detectable influence in explaining the observed positive precipitation trends.

How anthropogenic forcings are combined with low frequency natural climate variability to modulate the regional rainfall variability and trends in SESA has not been explored in detail yet. Therefore, a deeper knowledge of decadal climate variability in the region is needed in order to project near term future changes with a larger degree of confidence. According to this, our goal is to understand the influence of the large-scale interannual variability of sea surface temperatures (SST) on austral summer rainfall in SESA in a global warming context and to evaluate if CMIP5 models are able to represent that influence properly.

Leading observed co-variability pattern of SST and SESA rainfall

Rainfall data from the Global Precipitation Climatology Centre (GPCC) dataset (Schneider et al., 2011) were used in this study, with a spatial resolution of 2.5°. This product considers station-based records, and thus it only has continental coverage. SST monthly values were derived from the NOAA Extended Reconstructed Sea Surface Temperature Version 3b (ERSSTv3b, Smith et al., 2008) with a spatial resolution of 2°. Summer was defined as the December–January–February (DJF) trimester. Anomalies were computed from the corresponding long-term means considering the period 1902–2010. Both undetrended and detrended anomalies were defined for both variables. Non-linear trends were removed through a linear regression between global mean SST time series and those for SST or precipitation anomalies at each grid point. Removing linear trends instead of non-linear produce slightly different results in variability patterns obtained, especially for higher order modes. As global warming trend is non-linear, the removal of non-linear trends allows to better identified variability beyond the global warming signal.

The influence of the observed large-scale interannual variability of the SST anomalies on austral summer rainfall in SESA is described through a singular value decomposition analysis (SVD) performed jointly on the summer seasonal rainfall anomalies over SESA.
(39°S-16°S; 64°W-31°W) and SST anomalies from 45°N to 45°S. The temporal variability of each mode is described by the time series of the expansion coefficients (hereinafter SVD time series) resulted for each variable from the SVD analysis. Correlation maps between the SVD time series of SST and SST anomalies at each grid point (i.e., homogeneous correlation map) were computed to describe the SST patterns associated with the modes. On the other hand, the correlation maps between the SVD time series of SST and precipitation anomalies at each grid point (i.e., heterogeneous correlation map) were used to describe the mode influence on precipitation in southern South America.

The temporal series of the first mode (SVD1), which accounts for 71% of the total squared covariance, exhibits significant variability on interannual timescales, modulated by long-term trends (Fig 1a). The mode is positively correlated with SST anomalies almost everywhere with maximum values in the tropical portions of the Pacific and Indian Oceans (Fig 1b). It also exhibits positive correlations with rainfall anomalies in northern Argentina, Uruguay and Southern Brazil (Fig 1c).

The SVD analysis was also performed considering the detrended anomalies of both variables. The corresponding SVD1 accounts for 51% of the total squared covariance and it presents a strong decadal modulation of its year-to-year activity with phase shifts at around the 1930s, 1970s and 1990s (Fig 1d). This mode shows positive correlations with rainfall anomalies in SESA (Fig 1f) and SST anomalies in equatorial Pacific and Indian Oceans (Fig 1e). Moreover, the mode presents negative correlations with SST anomalies in the North and South Pacific distributed in a ‘horseshoe-like’ spatial pattern resembling that associated with ENSO or the PDO. A similar SST and precipitation correlation pattern was identified by Grimm (2011) for the second variability mode of summer precipitation for the period 1961-2000, considering almost all South America. Furthermore, the characteristics of the SVD1 obtained here are also similar to the ones obtained by Robledo et al. (2013), computing a SVD analysis between global SST anomalies and daily precipitation extreme index in SESA.

The SVD time series resulting from the analysis of both undetrended and detrended anomalies (Fig 1a and Fig 1d, respectively) shows periods in which the expansion coefficients of the two variables are in phase, while in others they are not. The correlation between those two series can be considered a measure of the strength of the coupling between SST and precipitation patterns obtained from SVD1 (e.g. Venegas et al., 1997). Then, in order to explore changes in the coupling between global SST and SESA rainfall, a 19-year sliding correlation analysis was performed to the SVD time series resulting from the undetrended and detrended anomalies of both variables. Fig 2 shows that sliding correlations are positive for all the period considered, although decadal variations are noticeable. Periods of high coupling (1930s-1940s, 1990s) and low coupling (1980s) can be identified. The results agree with those obtained by Martín-Gómez et al. (2016) using a complex network methodology to detect synchronization periods among the tropical oceans and the precipitation over SESA. In general, sliding correlations are higher for the detrended case (Fig 2), indicating that trends for both variables show different behaviour in some periods, which reduce the corresponding correlation. Preliminary exploratory analysis (not shown) for the detrended case suggest that during positive (negative) events of SVD1, defined as those years in which the SVD1 time series for SST is above (below -1), negative (positive) Southern Annular Mode (SAM) phases seem to reinforce the teleconnections, induced by the tropical Pacific-Indian ocean conditions, in the vicinity of South America. The SAM influence on the Pacific teleconnection has been proposed earlier by Vera et al. (2004) and Fogt and Bromwich (2006).

Figure 1: (a) SVD time series of SST (blue) and rainfall anomalies (red) over SESA (region indicated by the red rectangle in c). (b) Homogeneous correlation map between the SVD time series of SST and SST grid point anomalies. (c) Heterogeneous correlation map between the SVD time series of SST and rainfall grid point anomalies. (d), (e) and (f) same as (a), (b) and (c), but for the detrended anomalies. Contours indicate 95% significance level.

Leading simulated co-variability pattern of SST and SESA rainfall

A preliminary evaluation of coupled general circulation models’ ability in representing the main SVD1 features was made. Historical simulations from 39 models included in CMIP5 were considered. The simulated spatial SVD1 patterns obtained from detrended anomalies were computed over the period 1902-2005 (available period for both observations and models), and compared with those resulted from the observed datasets. An index (M) was defined as the spatial correlation between the simulated and observed patterns for SST, times the spatial correlation between the simulated and observed patterns.
for rainfall. If $M$ is close to 1, both SST and precipitation patterns are represented properly by the models, while values close to 0 or negatives indicate that models fail in representing properly the observed patterns. To obtain the model ensemble mean, mean of $M$ for each model is computed over all of their members. Inter model dispersion are described by the corresponding standard deviation.

Some CMIP5 models are able to reproduce the spatial patterns corresponding to the leading mode of co-variability, although other are not skillful (Fig 3). The $M$ index value averaged over all models is 0.35, with 25 models from a total of 39, with $M$ values above it. Inter member dispersion is highly variable between models. For some models, like GISS-E2-H, IPSL-CM5A-LR or NorESM1-M, $M$ value could be positive, negative or close to zero depending on the realization selected. In other models, like CCSM4 or HadGEM2-ES, an outlier member mostly affects model performance. On the other hand, there are models that have high $M$ values and low inter member dispersion, as CanESM2, CNRM-CM5, GFDL-CM3 or GISS-E2-R. On average, most models tend to represent properly the SST pattern corresponding to SVD1, with a mean correlation value of 0.69 ranging between 0.32 and 0.9. However, the representation of the rainfall pattern in SESA region is less satisfactory, associated with mean correlation values of 0.45, but extended between -0.75 and 0.82. Several models tend to reproduce a dipole rainfall correlation pattern in southern South America, instead of the observed monopole. These results allows us to conclude that most models in CMIP5 historical simulations are able to reproduce reasonably well the spatial leading pattern of co-variability between SST and SESA rainfall.

**Concluding remarks**

The co-variability between global SST anomalies and precipitation anomalies in SESA during summer was assessed through a SVD analysis over the period 1902-2010. The temporal series of the SVD1 exhibits significant variability on interannual timescales, modulated by long-term trends. The mode is positively correlated with SST anomalies almost everywhere with maximum values in the tropical portions of the Pacific and Indian Oceans, and also exhibits positive correlations with rainfall anomalies in SESA. When detrended anomalies of both variables were considered, the corresponding SVD1 temporal series presents a strong decadal modulation of its year-to-year activity. The corresponding mode shows positive correlations with rainfall anomalies in SESA and SST anomalies in equatorial Pacific and Indian Oceans, and negative correlations with SST anomalies in the North and South Pacific distributed in a ‘horseshoe-like’ spatial pattern resembling that associated with ENSO or the PDO. Periods of high coupling (1930s-1940s, 1990s) and low coupling (1980s) between undetrended and detrended anomalies of both variables could be identified.

A preliminary analysis of CMIP5 models representation of SVD1 was also performed. Most models in CMIP5 historical simulations are able to reproduce reasonably well the spatial leading pattern of co-variability between SST and SESA rainfall. The reasonable ability that many CMIP5 models exhibits in representing the global SST influence on summer precipitation in SESA, suggests that some model prediction skill might be obtained by simulations that account for a proper initialization of the ocean. Recently, it has been shown that the CMIP5 decadal predictions have some predictive skill in different ocean basins for a few years (e.g. Meehl et al., 2014). As a consequence, future research will be advocated to the evaluation of the decadal predictability of the SST anomalies in those regions influencing SESA rainfall.
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Introduction

The Atlantic Niño is the dominant mode of interannual variability in equatorial Atlantic sea surface temperature (SST). It modulates the seasonal development of the equatorial Atlantic cold tongue and peaks during May-August (Xie & Carton, 2004). Similar to other modes of equatorial SST variability, it is the source of a number of teleconnections (Mohino & Losada, 2015), both regionally and globally. Via its close relationship with the meridional location of the Inter-Tropical Convergence Zone, it especially affects rainfall variability over the surrounding continents, exerting a non-negligible socio-economic impact (Hirst & Hastenrath, 1983).

Efforts to simulate and predict equatorial Atlantic seasonal-to-interannual SST variability with state-of-the-art coupled global climate models (CGCMs) have, so far, not been successful (Stockdale et al., 2006). One reason for this is that most CGCMs suffer from a strong coupled bias in the tropical Atlantic that alters the physical mechanisms establishing and modulating the tropical Atlantic mean state, including the summer cold tongue (e.g. Richter & Xie, 2008; Grodsky et al., 2012; Wang et al., 2014). Another reason is that the dynamics of the Atlantic Niño are not fully understood yet. In a recent study based on CMIP3 simulations, Nnamchi et al., 2015 proposed that the Atlantic Niño may be driven by stochastic processes in the atmosphere. This is in contrast to a number of older publications that identify the (dynamical) Bjerknes feedback as the driver of the Atlantic Niño variability (e.g. Zebiak, 1993; Keenleyside & Latif, 2007).

Here, we address two questions: First, do dynamical processes contribute to SST variability in the tropical Atlantic? Is there a seasonality to the ratio of dynamical and stochastic contributions? And second, does the presence of the SST bias affect the models’ ability to accurately reproduce the observed dynamical SST variance? To answer these questions, we use two assimilation runs of the Kiel Climate Model and reanalysis data and decompose SST variance into a part that is due to dynamical processes in the ocean and a stochastic part due to noise.

Impact of heat flux correction on the modelled Atlantic cold tongue

With the Kiel Climate Model (KCM, Park et al. 2009), we perform two sets of experiments. The first set uses a standard version of the KCM (“STD”). The STD SST climatology contains the SST bias in the southern subtropical Atlantic, which is qualitatively comparable to corresponding biases in other CGCMs (shown for example by Davey et al., 2002; Richter & Xie, 2008). Importantly, the STD run fails to establish the summer cold tongue in May-August. The second experiment employs additional surface heat flux correction (“FLX”, see Ding et al., 2015 for the method) to reduce the SST bias. While the annual mean bias in the eastern tropical Atlantic (Atl3, 20°W to 0°E, 3°S to 3°N) is strongly reduced in this experiment, the initial cooling of the cold tongue in April is too weak, effectively delaying the onset of the cold tongue by about one month. We expect that this delay is due to a zonal wind stress bias that occurs in the western tropical Atlantic and is strongest in April and May, when the magnitude of the model wind stress is substantially too weak. In agreement with the observational study of Marin et al. (2009), we suspect that the weak spring wind stress systematically fails to precondition the Atl3 thermocline and inhibits an earlier onset of surface cooling. As a result, Atl3 in FLX is roughly 1.2°C warmer than observations in May-July. In August, the cold tongue in FLX, too, is fully established and FLX SSTs converge with observed SST. Both experiments were conducted in partially coupled mode (e.g. Ding et al., 2013). In partial coupling, the ocean and sea-ice components of the coupled model are forced with observed wind stress anomalies — obtained from ERA-Interim, in our case — that are added to the model’s native windstress climatology. To compare our experiments with the real world, we use ERA-Interim for SST and zonal wind (u10), and AVISO for sea surface height (SSH).
**SST variance decomposition**

Observed total SST variance in Atl3 is characterised by a clear peak in May-July and a secondary peak in November-December (Fig. 1a). While STD fails to simulate this variance distribution, FLX is able to produce a summer variance peak in July-August. The delay in peak variance in FLX is in agreement with the delayed onset of the cold tongue.

To assess how dynamical processes contribute to total SST variance in Atl3, we decompose SST variance into a dynamically driven and a stochastically forced component. The canonical approach for such a decomposition is to equate the ensemble mean of a simulation with the dynamical contribution to a signal. The observed climate record, however, corresponds to a single realisation of a climate simulation and does not allow for such a simple decomposition.

Our alternative decomposition approach uses empirical models of dynamical SST with multiple predictors. We base our choice of SST predictors on processes in the coupled equatorial ocean-atmosphere system that have a demonstrated impact on SST: (i) thermocline and (ii) zonal advection feedbacks both support the growth of SST anomalies and are in turn related to the Bjerknes feedback (Bjerknes, 1969). We represent these feedbacks by our predictors of dynamical SST: (i) Sea surface height (SSH) is strongly related to the equatorial thermocline depth and upper ocean heat content and is our stand-in for the thermocline feedback. (ii) Zonal surface wind anomalies (u10) are related to zonal surface current anomalies and hence to the zonal advection feedback. We estimate the parameters of our empirical models of dynamical SST via least-squares fitting of SSH and u10 to SST. All variables are used in their anomaly form. We build separate models for observations (ERA-Interim/AVISO) and the two KCM experiments (FLX, STD). Note that for our empirical models based on the KCM experiments, we use observed u10 instead of model u10. The reason is that our KCM experiments are partially coupled: The ocean does not “see” the modeled, but observed wind stress anomalies. For each ensemble member and calendar month, we build a separate empirical model. We identify the response of our empirical model to our two predictor variables SSH and u10 as dynamical SST. Stochastic SST is the difference between the dynamical SST and the full SST (anomaly) that we used to build our empirical models with. Dynamical and stochastic SST variances are obtained as follows: For observations, we compute the variance of the two SST datasets for each calendar month. For the model experiments, we concatenate the (dynamical and stochastic SST) data for each calendar month from all ensemble members, and then compute the variance of the extended SST time series.

When we compare our empirical SST variance decomposition approach with the ensemble-averaging approach for our two experiments, we find that it is a valid approximation.

**Results: Impact of a realistic background state on the strength of dynamical SST variance**

Figs. 1b,c show the dynamical and stochastic SST variances from our empirical model for Atl3. The ratio of the two variances is shown in Fig. 1d.

**Observations**: Observed dynamical SST clearly dominates SST variance during early boreal summer (May-July, Fig. 1b, black line). Dynamical SST variance then is roughly 4-7 times larger than the stochastic contribution to total SST variability (Fig. 1c). A secondary peak occurs during October and November. These two periods of enhanced dynamical SST variability are separated by phases during which stochastic SST variance is larger than dynamical SST variance. This is the case in January-March and again in August, when dynamical SST variance vanishes and observed stochastic SST variance reaches its peak. Note that observed stochastic SST variance is much less variable over the course of the year (Fig. 1c). This implies that stochastic SST variance is indeed driven by processes that are independent of seasonal processes — it represents noise. Lastly, comparing (observed) dynamical SST variance with total (observed) SST variance (Figs. 1a,b) shows a generally good agreement. This suggests that the (observed) seasonal cycle of total SST variability in Atl3 is largely shaped by the variable dynamical contribution.

**Model simulations**: FLX dynamical and stochastic SST variances are comparable to observations (blue). Dynamical SST variance peaks in boreal summer and again, more weakly, in early boreal winter (Fig. 1b). However, the timing of the dynamical SST variance peaks does not match observations: The summer peak lags
behind observations by one month and is strongly reduced in amplitude. The absolute minimum of dynamical SST variance occurs in May, when observed dynamical SST variance is already high and contributes substantially to the overall boreal summer peak. Additionally, dynamical SST variance does not decrease as strongly in August, and the secondary peak is hardly a peak at all.

The reason for these shortcomings in the FLX dynamical SST is most likely related to systematic differences between the observed and heat-flux corrected seasonal cycles. In the framework of our empirical models, the one-month delay in the climatological onset of the cold tongue development in FLX explains the absence of dynamical processes during May: These processes depend on the presence of the cold tongue. However, once the cold tongue is established, the feedbacks set in and contribute to dynamical SST variability.

FLX Stochastic SST variance is similar to observations in both magnitude and seasonality (Fig. 1c). The ratio of the variances in the FLX run bears similarities to observations but lacks the clear double peak structure (Fig. 1d): Dynamical SST variance does not vanish in FLX, as it does in August in the observations. One reason could be that, similar to the delayed cooling during the onset of the cold tongue, initial warming in August-September is weaker in FLX than in observations. In contrast to observations, where August disrupts the surface-subsurface coupling in Atl3 (see below), the thermocline feedback stays active in FLX.

The STD experiment does not capture the observed SST variance distribution (red). On the contrary: Dynamical SST variance is at its lowest in July-August and increased in boreal winter. In fact, once the observed cold tongue has dissolved and the SST bias decreases—in other words: when our empirical models operate on similar background states in observations, FLX, and STD—dynamical SST variance is comparable to observations and FLX.

These findings suggest that the background state, i.e. the seasonal cycle of the system is crucial for a realistic simulation of dynamical SST variance. While the FLX experiment is not perfect, it clearly improves the STD experiment, whose background state lacks the Atlantic cold tongue.

Additionally, our findings show that observed SST is clearly dominated by dynamical SST variance in May-July. This coincides with the peak phase of the Atlantic Niño and suggests that a major part of the Atlantic Niño-variability could indeed be caused by dynamical, i.e. predictable ocean processes. This is at odds with the results of Nnamchi et al., 2015. A reason could be that Nnamchi et al., 2015 did not take fully into account the fundamental impact that the tropical Atlantic bias has on the coupled climate system. Note that our analysis of STD, too, suggests that SST variability in summer is mainly driven by stochastic processes (Fig. 1d). However, the bias inhibits the development of the cold tongue in the Atlantic in STD. The processes that are responsible for dynamical SST variability can not act on the thermocline-SST-zonal wind-system under these circumstances. Observed SST variability — with its strong dynamically driven contribution — can not be established.

**Figure 2**: Instantaneous relationships between SST, u10, and SSH in the tropical Atlantic for (a, b, c) observations, FLX, and STD. The relationship strength is measured via the anomaly correlation coefficient (ACC). ACC values that are not significantly different from 0 at the 95% level according to a Student t-test are shown in grey.

**Concluding remarks**

To conclude our study, we consider the relationships between our predictors and Atl3 SST (Fig. 2). Our motivation is that SST, SSH, and u10 are not independent of each other in the tropical ocean basins. Rather, they are related to each other by the Bjerknes feedback (Bjerknes, 1969), the positive feedback mechanism that lends growth to the Pacific and Atlantic Niños. The three elements of the feedback are: (i) Eastern ocean basin SST anomalies force u10 anomalies in the western ocean basin, (ii) u10 anomalies trigger a thermocline (in our framework: SSH) response across the basin, and (iii) eastern basin thermocline anomalies amplify the initial SST anomaly. A closed Bjerknes feedback loop is present when all three elements of the Bjerknes feedback are active simultaneously. Here, we assess the instantaneous relationships between these three key variables. The strength of the three feedback elements varies over the course of the year. In observations (Fig. 2a), feedback elements concerned with wind variability are generally strongest in early boreal summer. The coupling between the subsurface and surface captured in the SSH-SST relationship on the other hand appears to be strong from late boreal spring through to boreal winter, with the notable exception of August, when the
ACC values for the two thermocline relationships dip. This implies that the communication between surface processes and the ocean interior temporarily fades in late boreal summer, disrupting the closed Bjerknes feedback loop that was persisting from April to July.

The KCM experiments struggle to capture the observed relationships that form the instantaneous Bjerknes feedback in the tropical Atlantic (Figs. 2b,c). For example, the FLX and STD SST-u10 relationships are hardly captured at all. A single exception is July in the FLX experiment: Here, the KCM captures a relationship that is comparable to observations and is able to simulate a closed Bjerknes feedback loop. Note that FLX simulates a reasonable SSH-SST relationship in boreal winter, but fails to produce this crucial relationship in May. Again, we suspect that the bias in the onset of the cold tongue is responsible for this behaviour: Because cold tongue development only really sets in in June in FLX, the thermocline cannot communicate with SST in May. FLX fails to establish the observed relationship. For the same reason, STD is not able to produce the SST-SSH relationship of the instantaneous Bjerknes feedback in boreal summer. While STD does not produce a closed Bjerknes feedback at all, it is limited to July in FLX.

In summary, our analysis shows that dynamical contributions to SST variability dominate SST variance during the peak phase of the Atlantic Niño in observations, and again in early boreal winter. The bias inhibits important processes that help to establish dynamical SST variance. When the bias issue is addressed, the KCM, too, simulates a boreal summer contribution to SST variability that is dynamical in nature. However, a number of issues remain in the FLX experiment that need to be addressed in future research, among them the delay in cold tongue onset and the inability of the FLX mode to simulate a closed Bjerknes feedback loop.
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Introduction

The Indonesian Seas are of unique importance in the ocean and climate system of the planet. They provide the only pathway that connects tropical ocean basins and contribute significant inter-ocean exchanges of heat and freshwater via the Indonesian Throughflow (ITF, Fig 1). The ITF is a strong current with a complicated structure and a mean volume transport of about 15 Sverdrup (Sv, 1 Sv=10^6 m^3 s^-1, positive for westward transport) that flows through various straits and passages of the Indonesian archipelago (Fig 1). The ITF plays an important part in the global thermohaline circulation system and has been paid long-term and wide attention by the international community of ocean circulation and climate research (e.g., Gordon, 1986; Sprintall et al., 2014).

The Indonesian Seas are located in the Inter-tropical Convergence Zone that has one of the highest mean precipitation rates in the world ocean. The ITF thus gains massive freshwater from the atmosphere at the sea surface and from the surrounding regions including the South China Sea and western Pacific Ocean via horizontal advection. Due to strong tidal mixing, freshwater input and wind-forced ocean stirring in the Indonesian Seas, ITF waters fed by the tropical western Pacific Ocean and South China Sea are strongly mixed and the temperature-salinity relationship in the ITF is significantly modulated (Hautala et al., 1996; Gordon and Susanto, 2001; Koch-Larrouy et al., 2010; Valsala et al., 2011; Gordon et al., 2012; Sprintall et al., 2012, 2014).

An early hypothesis suggested that the ITF is controlled by the pressure gradient over the western Pacific and Indian Oceans (Wyrtki, 1987). The hypothesis has been verified to a large extent by numerous studies (e.g. Clarke and Liu, 1994; Meyers, 1996; Sprintall et al., 2000, 2003, 2009; Susanto et al., 2000; Wijffels and Meyers, 2004), the wind forcing over the tropical Indo-Pacific Oceans as well as oceanic waves forced by the wind forcing are a major cause of temporal variability of the ITF. However the pressure gradient is also determined by buoyancy contributions from both haline (salinity) variations and thermal (temperature) contributions. For example, the building up and dissipation of a freshwater plug in the western Sulawesi Sea and Java Sea associated with ENSO-related variability of the South China Sea Throughflow, is found to influence the Makassar Strait Throughflow (Gordon et al., 2012). Andersson and Stigebrandt (2005, hereafter AS05) put forward the importance of buoyancy forcing in the ITF transport variability particularly that associated with the significant freshwater flux. AS05 suggested that the control of the ITF is set by the baroclinic transport capacity of the region where the ITF enters into the Indian Ocean relative to the adjacent “background” Indian Ocean that is not directly influenced by the ITF.

Hu and Sprintall (2016, hereafter HS16) applied the methodology proposed by AS05 and separated out the salinity effect from the temperature effect to produce a total outflow proxy transport time series from temperature and salinity data. HS16 found that the salinity effect contributes about 36(±7)% to the total interannual variability of ITF transport. This implies that the salinity variability in the Indonesian Seas plays an important role, although not the dominant role, in determining the interannual variability of total ITF transport. Ocean salinity in the Indonesian Seas is clearly modulated by freshwater input from the sea surface, and salinity anomaly signals seem to propagate toward the Indian Ocean along the ITF pathway due to horizontal advection by the ITF (HS16).

Under the context of warming climate scenarios, it is suggested that the climate system would experience ‘wet-gets-wetter’ (Chou et al., 2009) and ‘warmer-gets-wetter’ (Tan et al., 2015) trend. In addition, the Indonesian
region has experienced a decadal increase in rainfall due to a phase change of the Inter-decadal Pacific Oscillation (IPO) (Dong and Dai, 2015). Therefore, it is of interest to determine how the ITF responds to the intensified precipitation and how this might impact ITF heat and freshwater transports into the Indian Ocean.

**Method and Data**

The method used by AS05 and HS16 is used to calculate the proxy ITF transport anomaly ($\text{ITF}'$) and its salinity contribution ($\text{ITF}_S'$) and temperature contribution ($\text{ITF}_T'$). For details of the method, please see the papers by AS05 and HS16. Here we present some primary results from a recent study by Hu and Sprintall (2017).

As described by HS16, temperature and salinity data in the eastern Indian Ocean and where the ITF enters into the North Australian Basin are needed to calculate density and the ITF volume transport. The analysis is focused on the recent Argo era since 2004 when salinity observations become relatively abundant. Temperature and salinity data used include: (a) the Roemmich-Gilson Argo Climatology monthly gridded data (Roemmich and Gilson, 2009) produced from Argo profiles over the period 2004–2014 with a horizontal resolution of $1^\circ\times1^\circ$; (b) the EN4 data set Version 4.1.1 from the Met Office Hadley Centre (Good et al., 2013); (c) the European Centre for Medium-Range Weather Forecasts Ocean Analysis/Reanalysis System 3 (ECMWF-ORA S3) (Balmaseda et al., 2008); and (d) the Ensemble Coupled Data Assimilation v3.1 from the NOAA Geophysical Fluid Dynamics Laboratory (GFDL-ECDA) (Chang et al., 2013). Results from three reanalysis/assimilation datasets (EN4, ECMWF-ORA S3 and GFDL-ECDA) are used to make an ensemble mean and compared to the ITF derived from the Argo climatology data set. Direct measurements of the ITF transport from the INSTANT (International Nusantara Stratification and Transport program, Sprintall et al., 2004) moorings were used by US16 to verify the method and the results (Sprintall et al., 2009).

Climatological rainfall rate data (averaged over January 1998 - December 2008) from the Tropical Rainfall Measuring Mission (TRMM) (Theon, 1994) illustrate the spatial structure of precipitation over the Indonesian archipelago. An “Evaporation minus Precipitation” (E-P) time series is also estimated using the monthly surface precipitation (P) time series from the Global Precipitation Climatology Project (GPCP) analysis (Adler et al., 2003), with a resolution of $2.5^\circ\times2.5^\circ$ (January 1979 to December 2014), and the monthly evaporation (E) provided by the Objectively Analyzed air-sea Fluxes (OAFlux, 1985–2012) (Yu et al., 2008).

**Results**

The 2004–2006 ITF mean volume transports calculated by HS16 using the Argo data is about 15 Sv which, along with the time series variability, agrees well with directly observations over the same period (Sprintall et al., 2009; HS16). An ensemble mean based on the proxy ITF time series computed using the EN4 data, ECMWF-ORA S3 and GFDL-ECDA is calculated and the trends are determined through linear regression (Table 1). The ensemble mean $\text{ITF}_T'$ has a significant decreasing trend of -2.2 Sv decade$^{-1}$ during 1970-2010, while the $\text{ITF}_T'$ shows a significant increasing trend of 1.8 Sv decade$^{-1}$. The two components together lead to a slightly decreasing trend of -0.4 Sv decade$^{-1}$ in the whole ITF'. During the period between 2002 and 2010, the increasing trend of the ITFT'...
rises to 0.9 Sv decade\(^{-1}\) and is still not significant, but the ITF\(\text{'}\) shows a significant increasing trend with a rate of 4.6 Sv decade\(^{-1}\). As a result, the ITF\(\text{'}\) shows a significant increasing trend of 5.8 Sv decade\(^{-1}\). Linear trends of the ITF\(\text{'}\) and its components estimated from the gridded Argo Climatology data set show a comparable significant increasing trend of about 5.9 Sv decade\(^{-1}\) in ITF\(\text{'}\). This trend is mainly a result from the significant increasing trend of 4.1 Sv decade\(^{-1}\) in the ITF\(\text{'}\), while the increasing trend of 1.8 Sv decade\(^{-1}\) in the ITF\(\text{'}\) is not significant (Table 1). Therefore, the ensemble mean ITF transport from the reanalysis data sets indicate a similar trend to that resolved by the ITF transport determined from the Argo Climatology data set. Most importantly, the increasing trend in the ITF transport during the past decade is primarily induced by the increase of the halosteric component ITF\(\text{'}\).

As described by AS05 and HS16, the freshwater input influences the ITF transport by regulating the salinity and density structure in the region where the ITF enters the Indian Ocean. Linear trends of the in situ temperature and salinity in the upper 200 dbar show a significant warming trend in the Indo-Pacific Ocean, freshening in the eastern Indian Ocean and an increasing trend in salinity for the western Pacific Ocean (Fig 1b). Hence, the source water of the ITF in the western Pacific Ocean seems to have become saltier, suggesting that the freshening trend in the outflow ITF region must be caused by the freshwater input into the surface within the Indonesian Seas.

Freshwater flux over the Indonesian Seas is investigated by calculating the linear trends of evaporation minus precipitation (E-P) during 2000-2011 (Fig 2, upper panel). Clearly the Indonesian Seas show a strong enhancement of freshwater input, which is mainly a result of intensified precipitation (not shown). In contrast, there is a significant decrease in precipitation and freshwater input over the eastern Indian and central-western Pacific Oceans. This feature explains the decreasing trend in the salinity in the region where the ITF enters the Indian Ocean and the increasing trend of the halosteric component of the ITF transport. Advection of freshwater may also contribute to the salinity trend in the ITF, but this cannot as yet be confirmed due to a lack of salinity observations in this region.

The strengthened ITF transport leads to enhancement of tropical inter-basin exchange and contributes to the ocean and climate change in the Indo-Pacific Oceans (e.g., Lee et al., 2015). Using Argo data and derived volume transport, we calculated the heat and salinity transports by the ITF, which are defined as \(Q_T = Tran_{ITF} \cdot \Delta T\) and \(Q_S = Tran_{ITF} \cdot \Delta S\), where \(Tran_{ITF}\) is ITF transport, \(\Delta T\) is temperature difference, and \(\Delta S\) is salinity difference. As a result, we find that: (a) the temperature transport has a small but significant increasing trend of 5.5°C Sv decade\(^{-1}\), suggesting a significant heat input into the Indian Ocean by the ITF; and (b) the salinity transport from the Indonesian seas shows a significant trend of about -2.8 PSU Sv decade\(^{-1}\), indicating that the ITF transfers much more freshwater from the Indonesian Seas into the eastern Indian Ocean. The trends in heat and salinity transports by the ITF significantly contribute to the temperature and salinity trends in the eastern Indian Ocean, implying that the ITF variability induced by freshwater input plays a remarkable important role in the redistribution of heat and freshwater in the tropical Indo-Pacific Ocean.

**Figure 2:** Schematic representation of the climate effect of the enhancement of the ITF during the past decade. Upper panel shows linear trend of (E-P) (unit: mm hour\(^{-1}\) decade\(^{-1}\)) during 2000-2011 and lower panel shows the impact that this has had on the surrounding oceans.

**Discussion**

The global ocean and climate system experiences strong natural inter-decadal variability and external changes forced by anthropogenic activities like increasing concentrations of greenhouse gases over the past decades (e.g., Chou et al., 2009; Hu and Hu, 2012, 2014; Dong and Dai, 2015; Hu et al., 2015; Tan et al., 2015). The long-term trend of the ITF might be related to both the background global warming trend (manifested in various regional features) and/or phase changes of inter-decadal variability. The IPO switched from a positive phase during 2004–2007 to a negative phase after 2008. Meanwhile, the precipitation during the past decades has shown a significant increasing trend in the Indonesian seas and far western Pacific Ocean that might be a result of global warming (Chou et al., 2009; Tan et al., 2015). Therefore, both the natural inter-decadal variability and external forcing are likely responsible for the intensification of the ITF transport during the past decade.

The ITF plays as a pivotal part in the global thermohaline circulation (Gordon1986; Sprintall et al. 2014), thus the intensified heat and freshwater transports by the ITF are expected to act as an important regulator in changing the global thermohaline circulation and redistributing the global pattern of heat and freshwater. Quantifying this impact needs in situ observations, especially salinity profiles, within the Indonesian and regional seas.
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Introduction

At the beginning of 2014, many in the scientific community anticipated that a moderate to strong El Niño could develop by year-end (e.g. NOAA CPC, 2014; ECMWF, 2014; NASA, 2014), which was supported by satellite observations and climate model forecasts. However, the event’s progression quickly stalled, and formally the warm event did not qualify as El Niño (Fig. 1b).

Again in early 2015, a strong El Niño was anticipated with several climate models predicting the ensemble mean wintertime Niño3.4 index close to 3°C. The 2015 event indeed reached such a large magnitude (Fig. 1f), comparable to that for the extreme El Niño events of 1997 or 1982, and continued until May-June of 2016. Here we summarize the results of our recent studies (Hu and Fedorov, 2016; 2017a) on the El Niño development in 2014-2016, focusing on the role of westerly and easterly wind bursts (WWBs and EWBs, respectively; also sometimes referred to as wind events or surges).

Westerly and easterly wind bursts

WWBs and EWBs reflect intraseasonal surface wind variability in the equatorial Pacific (Fig. 2a,b), and their occurrence results in the relaxation or strengthening of the easterly trade winds that can last from days to a few weeks (Harrison and Vecchi, 1997; Chiodi and Harrison, 2015). WWBs are typically confined to the western or central equatorial Pacific (see an example in Fig. 2c), and are often associated with twin tropical cyclones, the Madden-Julian Oscillation, or extratropical wind surges (Keen, 1982; Hartten, 1996; Seiki and Takayabu, 2007; An Interplay between westerly and easterly wind bursts shaping El Niño development in 2014-2016

Figure 1: Hovmöller diagrams showing anomalies in (a,e) zonal wind stress \((10^2 \text{ N/m}^2)\), (b,f) SST (°C), (c,g) SSH (cm), and (d,h) surface zonal currents (m/s) in the equatorial Pacific during (top) 2014 and (bottom) 2015. Modified from Hu and Fedorov (2017a).
Harrison and Chiodi, 2009). In contrast, EWBs can have a broader spatial extent (see an example in Fig. 2d), and yet they have received little attention until recently (Su et al., 2014; Chiodi and Harrison, 2015; Hu and Fedorov, 2016). These intraseasonal wind bursts play an important role in the development and thus the predictability of El Niño events (Kleeman and Moore, 1997; Fedorov et al., 2003, Lengaigne et al., 2004). For example, it was suggested that the 1997 extreme El Niño was precipitated by a strong WWB in March 1997 (McPhaden, 1999). Moreover, recent studies suggest that WWBs effectively modulate El Niño diversity in a broad continuum, and their impacts on El Niño development are dependent on the ocean state when the bursts occur (Hu et al., 2014; Fedorov et al., 2015). As we will show later, the recent El Niño development in 2014-2016 presents another example for how intraseasonal wind bursts affect El Niño development and predictability.

The failed El Niño of 2014

At the beginning of 2014, the western equatorial Pacific was recharged with anomalously warm water, which is favorable for El Niño development (McPhaden, 2015). In January-February, two strong WWBs occurred (Fig. 1a), pushing the warm pool eastward and exciting downwelling equatorial Kelvin waves which induced warming in the eastern Pacific (Fig. 1b-d). As a result, the anomalous equatorial SST developed two warming centers: one associated with the warm pool displacement in the central Pacific, and the other associated with thermocline deepening in the eastern Pacific induced by the Kelvin waves (Fig. 1b). These impacts of WWBs were indicative of El Niño development, and suggested a high probability of a moderate to strong El Niño event, leading to the broad expectations that an El Niño could occur by year-end. However, the strengthening of easterly winds that started in May and culminated in an exceptionally strong easterly wind burst in June (Fig. 1a), quickly impeded the development of El Niño by pushing the warm pool back to the west and exciting an upwelling Kelvin wave (Fig. 1b-d), just opposite to what WWBs had done previously. This EWB had a basin-wide structure that extended across the entire equatorial Pacific, and was associated with a strengthening of the subtropical high in the south Pacific (Fig. 2d). In terms of the zonally-averaged zonal wind stress anomaly, this EWB turned out to be the strongest event to date in the satellite-based data (Hu and Fedorov, 2016). The burst is also evident in reanalysis products (Fig. 2a) and in-situ observations (TAO array data, http://www.pmel.noaa.gov/tao), although its magnitude differs across different datasets. Here, we rely on the satellite-based data because it has been shown to be superior...
over atmospheric reanalysis products (e.g. Chelton et al., 2004), and also because the TAO array had unfortunate observational gaps in the eastern equatorial Pacific during the time of interest in 2014 (Tollefson, 2014).

Due to the exceptional strength and basin-wide zonal extent of the June EWB, its impacts were felt almost immediately. In particular, a strong westward anomaly in ocean surface current was observed during June-July (Fig. 1d), advecting cold water from the east to the west along the equator. Between May and September of 2014, SST in the eastern Pacific decreased by 2.5°C and the warm pool retreated by 10° of longitude, far greater than typical seasonal variations during El Niño years (Hu and Fedorov, 2016). Increased local ocean heat loss to the atmosphere, associated with the stronger trade winds, should have also contributed to the cooling.

Reflection of WWBs-induced Rossby waves at the western boundary can potentially be an alternative mechanism impeding the 2014 El Niño. However, examining the spatiotemporal evolution of SSH (Fig. S5 in Hu and Fedorov, 2016), we found little evidence supporting this hypothesis. Also, the exceptional strength of the mid-summer upwelling Kelvin wave (Fig. 1d) suggests a direct wind forcing, which the June EWB together with a subsequent, weaker easterly burst could have provided.

This secondary, weaker EWB occurred in July (Fig. 2a), now confined only to the western Pacific (Fig. 1a). It was likely a part of the response of the atmospheric tropical circulation to the establishment of the local SST gradient in the western-central equatorial Pacific after the cooling caused by the June EWB (Fig. 1b).

Because of the effects of the June and to a lesser degree July WWBs, the two warming centers in the central and eastern equatorial Pacific, initially generated by the early-year WWBs, persisted throughout the year (Fig. 1b). As a result, the expected relaxation of the east-west SST gradient along the equator did not occur, inhibiting the occurrence of subsequent WWBs and thus impeding El Niño development (Fig. 1a). Eventually, the El Niño of 2014 failed to develop into a strong event – only a weak but nearly uniform warm anomaly was observed, uncharacteristically stretching along the equator from the very west to the very east (Fig. 1b).

The extreme El Niño of 2015

In the winter-spring of 2015, another series of paired cyclones was generated in the western tropical Pacific, causing strong westerly anomalies along the equator (Fig. 1e); the burst in March was especially strong (Fig. 2c). Those WWBs had similar direct dynamical impacts as those in early 2014, including downwelling Kelvin waves which propagated eastward and induced an initial warming in the eastern equatorial Pacific in April (Fig. 1f-h). At the same time, these WWBs pushed the warm pool further to the east – by April the warm pool eastern edge had already reached 160°W, which was exceptionally far even compared to the events of 1982 and 1997 (Hu and Fedorov, 2017a). In May, another strong WWB occurred, which pushed the warm pool farther eastward and enhanced the eastern equatorial warming via Kelvin waves (Fig. 1e-h). This time the warming persisted through mid-year, even though a weak EWB occurred in the central Pacific at almost the same time as in June of 2014. The event eventually peaked near the end of the year, and the SST anomaly in the eastern Pacific reached as high as 4°C.

Thus, the developments of El Niño in 2014 and 2015 differ to a large extent in the magnitude and characteristics of the changes that occurred in the tropical Pacific in June through August. One can interpret these differences in terms of the Bjerknes feedback, that is, a reduction in the east-west equatorial SST gradient leading to weaker zonal winds and further reduction in the SST gradient. In 2015, the reduction of the east-west SST gradient along the equator gradually continued through the year, allowing a strong Bjerknes feedback that manifested in state-dependent WWBs and further warming of the eastern equatorial Pacific in the second half of the year (Fig. 1e-f). This development contrasted sharply with that during 2014 when the Bjerknes feedback was suppressed in June-July (Fig. 1a,b).

The failure of El Niño in 2014 had nevertheless important dynamical implications. We argue that in fact the 2014 event set up favorable conditions for, or preconditioned the development of the following year’s extreme El Niño. This preconditioning was again shaped by the interplay of WWBs and EWBs, and had two critical components as described below.

Typically, during El Niño development, westerly wind anomalies in the western and central equatorial Pacific discharge warm water away from the equatorial band, leading to the shoaling of the thermocline along the equator (e.g. Jin, 1997). For example El Niño of 2015 exhibits such heat discharge (which begins with thermocline shoaling in the western Pacific apparent in Fig. 1g). However, in 2014, the June EWB suppressed the Bjerknes feedback, inhibiting the occurrence of subsequent westerly wind anomalies in the central Pacific (Fig. 1a), which prevented heat discharge from the equatorial band. At the same time, EWBs acted to recharge the equatorial band. The two effects together produced a recharged ocean state by the end of 2014 and early in 2015, as seen in positive basin-wide SSH anomalies along the equator (Fig. 1c-g); for further discussion see Levine and McPhaden (2016) and Hu and Fedorov (2017a).

Not less important is that the western Pacific warm pool was extended eastward at the beginning of 2015 as suggested by the warm anomaly remaining after the
2014 event (Fig. 1b). The warm pool eastern edge was positioned nearly 15 degrees of longitude farther east in January of 2015 as compared to that in January of 2014 (Hu and Fedorov, 2017a), which facilitated El Niño development (Yu et al., 2003; Lengaigne et al., 2003; Hu et al., 2014). Thus, the combination of a recharged ocean, an expanded warm pool, and strong early-year WWBs favored the development of an extreme event in 2015.

**Large-ensemble coupled simulations**

To verify these observation-based conclusions on the role of intraseasonal wind bursts, we conducted large-ensemble coupled simulations with the Community Earth System Model (CESM). The model simulates a realistic ENSO (Deser et al., 2012; Capotondi, 2013), well resolves oceanic Kelvin and Rossby waves critical for the system response to wind bursts, and is able to generate its own intraseasonal wind bursts that mimic the stochastic dynamics in the tropical atmosphere (Hu and Fedorov, 2016; 2017a). The ocean initial conditions are picked from a long reference run, and mimic the observations in January of 2014.

Four sets of coupled simulations were conducted (named “CTL,” “W,” “W+E”, and “W+E+W”), in which we successively add several observed WWBs and EWBs to the wind field that the model simulates. The CTL set has no externally imposed wind bursts; letters W and E represent WWBs and EWBs, respectively, highlighted in Fig. 2a,b. The timing, duration, and zonal extent of the superimposed bursts are shown in Fig. 3, and more details are provided in Hu and Fedorov (2017a). Computations last for two years and two months; hereafter we will refer to the first model year as “Year 1”, and to the second model year as “Year 2”. Each set of experiments includes 50 members.

Here we show the model response in the ensemble mean sense. Without any imposed bursts the CTL set develops into a moderate Central Pacific (CP) El Niño event by the end of Year 1. The W set, after two WWBs are superimposed in early months of Year 1, develops into a stronger El Niño event by the end of this year with the warming center shifted eastward, suggestive of an Eastern Pacific (EP) El Niño. The event terminates in the following year because of the heat discharge resulting from strong warm events in Year 1 (Fig. 3b). CP or EP El Niño simply refers to the warm event with maximum warming anomaly located in the central or eastern Pacific, respectively (e.g. Capotondi et al., 2015).

When we now superimpose the EWB of June of 2014, the W+E set only generates a weak El Niño by the end of Year 1 with a nearly uniform warm anomaly stretching along the equator (Fig. 3c), which resembles the conditions observed in 2014 (Fig. 1b). The resulting warming is a little weaker than that in the CTL. Thus, the effect of the imposed EWB, in the ensemble mean sense, is to negate the impacts of the WWBs imposed early in the year (-1.0 °C versus +0.8°C in terms of the relative impact on the winter time Niño3 in Year 1). A secondary, slightly stronger warming develops by the end of Year 2 (Fig. 3c). Overall, the two years of the W+E set do not look too different from the CTL, as far as the ensemble means are concerned.
In the W+E+W set, we superimpose three more WWBs during Year 2 of the simulations, as observed in early 2015. As a result, the W+E+W set generates a strong EP El Niño by the end of Year 2 with the maximum SST anomaly reaching 4°C (Fig. 3d), which is in stark contrast to the moderate warm event in Year 2 of the W+E set (Fig. 3c). The ensemble-mean impact on the wintertime Niño3 of imposing these 2015 wind bursts is almost double the effect of the 2014 WWBs (+1.5°C versus +0.8°C). Furthermore, examining individual ensemble members we find that 29 out of 50 members in Year 2 of the W+E+W set develop extreme El Niño conditions (DJF Niño3 index exceeding 3°C), in contrast to only 7 in Year 1 of the W set. Consequently, the probability of occurrence of extreme events increases from 14% to nearly 60%. Our sensitivity tests and further analysis suggest that these differences are related to the preconditioning of the ocean-atmosphere system by the interplay of westerly and easterly wind bursts during Year 1, and not to different characteristics of WWBs (Hu and Fedorov 2017a).

**Summary and outlook**

The evolution of El Niño during 2014 and 2015 presents two different examples of the impact of intraseasonal wind bursts on El Niño development and diversity, including the occurrence of extreme events. In the early months of both 2014 and 2015, there were clear indications pointing to the possibility of a strong El Niño, including a heat-recharged equatorial ocean and a series of strong westerly wind bursts. However, in 2014 the warm event was stalled by an exceptionally strong easterly wind burst and did not exceed the formal threshold for El Niño. Nevertheless, the failed 2014 event preconditioned for El Niño development in the following year, and the equatorial warming in 2015 developed into an extreme event. These conclusions are supported by satellite-based and other observations, and by large-ensemble coupled simulations with superimposed wind bursts.

Thus, our results highlight the limits to El Niño predictability, including the predictability of extreme events with vast global impacts. Indeed, even a combination of a recharged ocean state and strong winter-spring westerly wind bursts does not guarantee the development of an extreme El Niño. Furthermore, these results suggest three directions for future research.

First, how initial ocean heat content anomalies are distributed along the equator matters, and so do the details of easterly and westerly wind bursts generated in the course of the year. Therefore, continuous and accurate in-situ observations in the ocean surface and subsurface are critical. Second, the dynamical mechanisms and potential predictability of westerly and easterly wind bursts deserves further investigations. Third, one should investigate the connection between intraseasonal, interannual and decadal timescales, suggested by similarities between the spatial patterns of easterly wind bursts and recent decadal trends in surface winds (Hu and Fedorov, 2016). The occurrence of a similar, but weaker EWB in June of 2015 (Fig. 2b), at almost the same time as in 2014, provides another clue.

Together, the failed El Niño of 2014 and the extreme El Niño of 2015 sustained prolonged warm conditions in the tropical Pacific during 2014-2016. This prolonged warming released a large amount of heat into the atmosphere which, together with the continuing global warming trend, made 2014, 2015 and 2016 the three consecutive warmest years in the instrumental temperature record to date (Hu and Fedorov, 2017b).
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Introduction

Sea Level rise (SLR) and the encroachment of the sea waters into adjacent built environment and primarily residences, has caused negative impacts in coastal areas around Asia and some parts of Africa much to the inconvenience and threat to the residents (Walker et al., 2007). Current projections of sea level rise associate with climate change scenarios (Richard et al., 2007; Stocker et al, 2013) show that current century minimum of 1.8m poses a challenge to coastal communities in Kenya and especially for Mombasa island. The threat of climate change and SLR will most likely place the longevity of the highly rated star hotels, and government investments in infrastructure and services at risk. The effects of accelerated SLR are already under way in some small island nations and island cities. These efforts, unfortunately, are a new concept for the developing world, understandably due to the pressures of financial implications of coastal areas as compared for example to the developed economies.

Coastal flooding, salt intrusion, and increased coastal tides have led to the relocation and forced migration of some local communities inland. Except for South Africa, few developed countries have implemented several strategies to counter effects of increased SLR, especially in port cities to protect the investments and the communities living in these areas. These include Durban, in South Africa, and portions of the Nile delta.

The world is working to reduce the world temperatures to a maximum of 2°C increment, most of these efforts require countries to adopt cleaner options of energy, reduce the reliance on fossil fuels, besides reducing their carbon footprint through several other initiatives. African countries, on the other hand, are forcefully coming into the oil and gas exploration market with the identification, mining and the use of fossil fuels, which have been a privilege of the developed countries. In East Africa, Kenya, Uganda and Tanzania are developing and mining fossil fuels, more so to meet the growing energy demands in their economies which increase the exposure to climate change effects. Kenya and the neighboring eight African countries again are at an advanced stage of building the Lamu Port South Sudan Ethiopia Transport Corridor (LAPSSET), to facilitate the transfer of resources as well as generate a pipeline for oil refining and export within these countries. The results of this investment could undermine the global effort of reduction of global warming, and will paradoxically have further severe SLR related consequences for these same countries and their related port cities. Those will suffer most from the impacts of climate change, therefore increasing their vulnerability and exposure to climate change induced impacts (Hallegatte et al., 2013).

Africa is known to have a significant and growing coastal population, most located in some important coastal cities. Many of these coastal cities are also important ports for national and regional trade, imports and exports (UN-Habitat, 2012). In the event of a coastal storm or extreme event, the effects on the unprotected average population and developed assets in these coastal regions are much higher.

This study investigates the vulnerability and inundation levels for the island city of Mombasa and Lamu. Failed assessments and planning are putting the lives of communities, government investments and people under threat from accelerated SLR. The island city of Mombasa is a well-documented tourist destination with several world class star rated hotels that contribute to the national Gross Domestic Product (GDP) in Kenya. The city is an important port city for the east and central African region, making it crucial in the eastern and central Africa’s business port. As well as being the city targeted under the Kenya 2030 development blueprint that intends to push Kenya’s development agenda higher, one of the pillars that are foreseen to improve the development of Kenya is hinged on tourism which is mainly in Mombasa and Lamu coastal cities. Based on the primary objective of assessing the impacts of climate-change-induced SLR for Mombasa and Lamu island cities. This study finds that by the end of this century almost 50% of Mombasa island and almost 71% of Lamu island falls under threat of inundation from SLR enhanced storm surges of a one storm surge in 100 years.
Methods

Primary data sources
Required primary data for the analysis of the areas under threat in the two islands, included the initial spatial and land uses along the coastline that is within the low-elevation coastal zone (LECZ) mark. This area, and selected infrastructural point data for the assessment of sectors that is low lying, were supplemented by data from the mini-charrette process, where community members identified areas of their interests and households. The aim of primary data collection was to gather both quantitative and qualitative information to be used in the vulnerability analysis. Point data were collected using Garmin GPS, while the land use data were gathered from the ministry of planning to identify the sites of significant infrastructure and areas of interest for the mapping of the area and threatened critical zones.

Secondary data sources
Secondary data collection was for the analysis of the quantitative data on the mapping and the positioning of Mombasa and Lamu island about SLR. Data collected in this phase included a complete and detailed inventory of the critically exposed assets and resources (land, population, and urban infrastructure) along the cities for qualitative analysis with the inundation zones, projected for a current 1-in-100-year storm surge. Also sourced were spatially-disaggregated data sets from various public sources such as the National Aeronautics and Space Administration (NASA), the US Geological Survey (USGS), Dynamic Interactive Vulnerability Assessment (DIVA), the World Wildlife Fund (WWF) and Centre for International Earth Science Information Network (CIESIN).

The dataset from NASA was necessary for the provision of the digital elevation model (DEM) for Lamu Island as it was clearer (less cloud interference and therefore, needed fewer modifications), while the USGS data included the DEM for Mombasa Island. Other data included land uses, and subdivision data collected from Kenya Regional Centre for Mapping of Resources for Development (RCMRD) based in Nairobi, Kenya. These data allowed for the comparison of the global DEM versus the locally developed DEM. The importance of comparison of remotely sensed data was to allow for the best data with better resolution for the purpose of analysis. The comparison was, therefore, necessary to reduce the magnitude of errors that can result from widely disaggregated data.

The Kenya Meteorological Department (KMD) data were used to assess the temperature and rainfall pattern for the two counties. These data were coupled with the SLR recording stations managed by the Kenya Marine and Fisheries Institute (KEMFRI), and then used as a guide for the low and high tide ranges in the two counties as a key factor when assessing the impact of a storm surge in the coastal zones. Other secondary data (including the Physical Planning Act, the county planning and development documents necessary in the analysis of the desired area and infrastructure) were from the Ministry of Devolution and Planning, and the Ministry of Land Housing and Urban Development as well as their county equivalent within the respective governments.

A) Study area
Mombasa district is in the South-Eastern part of Kenya. It is the smallest of the seven areas in the Coastal counties, covering an area of 294.6 km². Lamu Island has a total land area of about 50 km². About 19 km² of the island is covered by a double row of sand dunes located along the entire length of the coastline and especially from Shella covering the southern coast. The Island is a UNESCO world heritage site.

B) Scenarios Used
The inundation analysis was based on two Representative Concentration Pathways (RCP) scenarios; this is RCP 8.5 (pessimistic scenario) and RCP 2.6 (optimistic scenario). RCP 8.5 is considered a high emission, high energy-intensive scenario as a result of high population growth and a lower rate of technology development (Detlef et al., 2011). RCP 2.6 (optimistic scenario) which is the lowest emission and radiative forcing scenario that represents a set of mitigation measures aimed at limiting the increase in global mean temperature to 2°C.

The research sites were also selected based on the national economic blueprint (Kenya’s Vision 2030), aimed at driving Kenya's economic status in an upward trajectory. Kenya's Vision 2030 is the government's development plan designed to make Kenya a global leader, in technology, and tourism destination. The main projects envisioned included the LAPSSET project and the redevelopment of Mombasa port, which currently represent areas that are important for both conservation and the country's economy through the tourism industry.

C) Analysis of inundation areas
SLR scenario modeling using GIS techniques and guided by the Intergovernmental Panel on Climate Change (IPCC) under two SLR scenarios of Regional Concentration Pathways (RCP 2.6 and RCP 8.5), was applied to estimate the spatial extent, population, and infrastructure under threat. Areas prone to flooding as a result of SLR were mapped for the city of Mombasa and the Island of Lamu. Secondary data helped in identifying the land use pattern's and delineate built areas lying within the LECZ. The analysis of the areas under threat of inundation due to the SLR is based on the 1 in 100 years repeat cycle was done using the Global Mapper and ArcGIS software.

The surface maps including population and urban extent were analyzed using the "Spatial Analyst” extension of the ArcGIS 10.2 TM software of the ArcGIS tool which allowed for the integration of several aspects towards the
derivation of the most exposed portions. Using Equation 1, the global SLR rates were adjusted for the coastline of Mombasa and Lamu after considering, uplift and subsidence, and the chances of a storm surge at the coast. The adjusted SLR rates provided the data that was input into the Global Mapper for a flood simulation to see areas susceptible to inundation and increased flooding. The flood maps were then overlaid through an overlaying process to the land areas and land use maps, the two indicators (population and spatial/urban extent). The synthesized inundation and demographic data then inputted into the GIS system for the final production of the vulnerability maps.

D) Calculating Assets and population at risk

The demographic and economic data were important in the derivation of the population density maps in the cities, as well as the financial status of the two cities. Other data included in the analysis include the point data to identify areas of interest in Mombasa and Lamu Island. The population data were projected to 2016 and used in the analysis of the inundation levels from a baseline of 2009 for comparison purposes and the production of the maps. The digital elevation model (DEM) for both islands forms the primary basis of the analysis of inundation zones. DEM characterization was used to describe the height levels through the contours and populations distributed along the contours. The analysis was based on the zero (m) elevation of the ocean, from which the characterized areas of inundation were identified.

The population exposed indicator was done by delineating population living within the Low elevation areas. This was through the analysis of population grid for the Island and associated with each grid cell and land area. Estimates for the population was collected and analyzed from the 2009 census data sets. For the calculation of exposed assets, the exposed population was translated into the amount of capital per inhabitant. This capital per inhabitant is computed from the GDP per capita in each county and an estimate of the ratio of “produced capital” to GDP. The ratio of produced capital to GDP is calculated using the World Bank dataset published with the “Changing Wealth of the Nations” report. Earlier the rate was calculated at 5 times per capita GDP, i.e. the annual production of the economy divided by population, to the per capita value of assets. In their argument, annual investments usually represent, on average, about 25 percent of GDP. Assuming that per capita asset value in the city is growing by 3 percent a year, a rapid calculation suggests that the value of these assets is between 2.8 and five times per capita GDP Consistent with this estimate.

E) Vulnerability to future SLR analysis

Assessing vulnerability to future SLR was a three-setup approach. Firstly after generating the digital elevation map, the map was then subjected to inundation scenarios and alternative storm-surge (wave height) scenarios analysis. The scenario analysis was after applying the equation (1) by Nicholls et al. (2007) under the RCP2.6, and RCP8.5 identified for the years 2030, 2060 and 2090. Secondly, the county surface maps for each exposure indicator were then prepared (population and urban extent). Third, these surface indicator maps were overlaid with the inundation zone layer. The overlaying of the maps helped in the determination of the spatial exposure of each of the two indicators (Population, urban extent) under inundation threat for the Islands. The calculation of storm surges (extreme sea levels), followed the method outlined by Nicholls et al. (2007) and also applied by several researchers Dasgupta et al. (2011), Hallegatte et al. (2011) in global studies where calculations for Future Storm Surges (FSS) are as follows:

\[
FSS = \frac{S_{100} + SLR + \text{UPLIFT} \times 100\text{yrs} + \text{SUB} + (S_{100} \times x)}{1000}
\]

where
- \(FSS\) = S100= 1-in-100 years surge height(m),
- \(SLR\) = sea-level rise (based on the IPCC results from the CIMP models),
- \(UPLIFT\) = continental uplift/subsidence in mm/year,
- \(SUB\) = 0.5mm (applies to deltas only),
- \(x\) = 0.1, or increase of 10% applied only in coastal areas currently prone to tsunamis and tropical cyclones.

F) Calculating assets exposed to SLR effects

For the analysis of exposed assets, values for 2015 National per capita GDP and the Purchasing Power Parity (PPP) were used. Analysis of exposed assets was done using the formulae shown in equation (2). The national per capita is preferred to the local per capita which would be translated regarding the coastal contribution to the country GDP (Hallegatte et al., 2013; Nicholls et al., 2007). In estimating the anticipated economic losses, a method suggested by Hallegatte et al. (2013) and Nicholls et al. (2007) is described as follows:

\[
E_a = E_p \times \frac{GDP_{pcapita(PPP)}}{2.8}
\]

where,
- \(E_a\) = Exposed assets
- \(E_p\) = Exposed populations
- \(GDP_{pcapita(PPP)}\) = the nation’s per capita Gross Domestic Product(GDP) purchasing power parity (PPP)

According to Nicholls et al. (2011), the factor of 2.8 translates to per capita GDP, i.e. the annual production of the economy divided by population, to the per capita value of assets. In their argument, annual investments usually represent, on average, about 25 percent of GDP. Assuming that per capita asset value in the city is growing by 3 percent a year, a rapid calculation suggests that the value of these assets is between 2.8 and five times per capita GDP Consistent with this estimate.
Results and Discussions

A) Mombasa and Lamu Island

Table 1 illustrates the impacts of SLR in the two coastal islands. Mombasa average annual mean sea level changes are averaged at 4.32m as collected from the SLR measuring stations. By applying the sea level rise anticipated globally and the local high water tide to ascertain the inundation scenarios, different results were achieved for the year 2030, 2060 and 2090. As shown in different figures different inundation levels were identified for each of the areas within the island.

<table>
<thead>
<tr>
<th>Item</th>
<th>Scenario</th>
<th>Mombasa</th>
<th>Lamu</th>
</tr>
</thead>
<tbody>
<tr>
<td>Area</td>
<td>8.5</td>
<td>8.0Km² equivalent to 44.9%</td>
<td>10.35Km² leading to 71.5% threatened</td>
</tr>
<tr>
<td></td>
<td>2.6</td>
<td>4.2Km² threatened</td>
<td>81.1Km² under threat</td>
</tr>
<tr>
<td>Assets</td>
<td>8.5</td>
<td>US$ 14.5 Billion exposed</td>
<td>US$ 1.2 Billion</td>
</tr>
<tr>
<td></td>
<td>2.6</td>
<td>US$ 6.4 Billion assets exposed</td>
<td>US$ 4.35 Million</td>
</tr>
<tr>
<td>People</td>
<td>8.5</td>
<td>9.7 Million exposed</td>
<td>452 Thousands</td>
</tr>
<tr>
<td></td>
<td>2.6</td>
<td>6.1 Million people exposed</td>
<td>248 Thousands exposed</td>
</tr>
</tbody>
</table>

Table 1: Population and island exposed to SLR inundation by the end of the century for Mombasa and Lamu islands

B) Scenario 1: Under the RCP 2.6

The inundation-prone areas under the optimistic scenario of RCP 2.6 by the year 2060. The island area of up to 1.4Km² in Mombasa and 28.3 km² of Lamu island is low lying and is susceptible to inundation. The areas under threat translate into 10% for Mombasa and 42.6% for Lamu land mass from accelerated SLR. By the year 2090 island area of up to 2.3 km² for Mombasa and 35 km² for Lamu is low lying and is susceptible to ocean disturbances. A total of 22% and 60.4% respectively of the area of the islands that will be rendered unusable by the end of the century due to the effects of accelerated SLR.

C) Scenario 2: Under the RCP 8.5

In Mombasa Island, the area of the island under threat translated to 2Km² equivalents to the 8.2% of the land exposed. Inundation in 2060, this increases to approximately 2.6Km² for Mombasa a percentage of 20% adding up to 28.2% of the island area under threat from the effects of an extreme event. By 2090 the coastal regions prone to inundation is 3.1Km². The land mass under threat translates to a total of 44.9% of the land mass under threat from accelerated SLR in Mombasa island.

D) Population and infrastructure under threat for the two scenarios

Under RCP 2.6 scenario the simulation findings indicate that exposure level to the 1:100 storm surge for Mombasa County at 4m elevation falls between 434,000 and 2.5 million people and over US$ 6.2 billion in assets exposed by 2090. For Lamu, the exposure is between 38,000 and 481,000 people and over US$ 79.6 million. Under increased urbanization, vulnerability for both Mombasa and Lamu increases to over 25.64 million inhabitants, with infrastructure losses of approximately US$ 614.9 million. Currently, 48% to 52% of the infrastructure falls within the Low Elevation Coastal Zones (LECZ) thus highlighting its extreme vulnerability. The most vulnerable sectors at the coast that contribute to Kenya’s Vision 2030 and long-term development are at threat to SLR-induced disturbances. The spatial analysis in vulnerability assessment for Mombasa and Lamu islands showed advanced effects on both the community and critical infrastructure apart from displacing populations in these islands. Accelerated SLR can impact Kenya’s GDP where essential infrastructures such as the Nyali Bridge, the Mombasa Port, and the LAPPSET project are rendered vulnerable, and thus mitigation and adaptation techniques need to be in place to protect threatened assets and communities. Meanwhile such knowledge should be nationally included in the planning and implementation of sustainability interventions for coastal cities such as Mombasa and Lamu whose residents and infrastructure are under threat from impacts of accelerated SLR.

Conclusion

As discussed, a 25% of the residents of Mombasa island are living below the 10m sea level rise area, with a healthy 11.6% living below the centuries 1.8m sea level rise inundation areas translating into a population of 133,456 as at 2009 and projected to be 417,289 individuals by 2030 and 1,426,537 individuals by 2090. This area under the inundation zone includes part of the Mombasa port and essential to the east and central Africa transport hub as well as several star rated hotels and homesteads around the islands and those adjacent to it.

The socio-economic damages expected to arise in the absence of coastal protection barriers is in the area of 9.1 billion USD, well over 8% of the Kenyan budget. In case of a projected annual increase of 2.8% in population around the area, a larger number of residents will be under threat from increased flooding and inundation. The current century-old planning laws are not helping either. The 90m coastal high water mark that has not changed for a long time, in the face of a changing climate, will leave most of the public spaces around this island vulnerable and exploited for commercial purposes, therefore putting the lives of many residents, as well as visitors, at risk. The nexus between businesses interests, the environment and the use and access to the public space, associated with
current trends of SLR, is a difficult mixture that needs rapid discussion on adaptation and mitigation strategies.

Critical infrastructure for Mombasa and Lamu islands, especially the five and three star rated hotels, along with important port city development initiatives that serve central and eastern African countries, are faced with inundation threat as a result of accelerated SLR, under both the optimistic and the pessimistic scenarios. SLR impacts, especially on the services of Mombasa port as described, will affect not only the Kenyan economy but also the neighboring countries that use and depend on the coastal city for transport and the daily exchange of goods and services including tourists. The county and national government thus need to implement plans and programs to protect this critical infrastructure from the impacts of the advancing ocean and especially the slow and gradual SLR. As of now, neither Kenya's climate change strategy nor the Mombasa and Lamu county development strategy explicitly and systematically factor this challenge into their planning processes or programs. The adaptation and related financial management for all the climate-related disturbances are lumped in one disaster preparedness budget that still lacks systematic preparedness measures for the specific impacts related to threats such as SLR.

Given the findings of the study, it is recommended that for the sustainability and protection of these two islands which are important to the economy of Kenya, policies on adaptation, coastal planning, and protection with SLR are put into place. Action plans should be included in the county development plans that are meant to protect the environment and enhance the protection of critical infrastructure in these areas. Since the climate action plan for the country is salient on the matter of SLR and coastal protection, it’s recommended that an addendum to the legislation for adaptation and mitigation of SLR impacts to the coastal cities of Mombasa and Lamu.
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Introduction

The extratropical tropospheric circulation fluctuates with various temporal and spatial scales. The dominant mode of its low-frequency variability, such as intraseasonal through interannual scales, is manifested as meridional shifts of the westerly jet axis in the extratropics with a high degree of zonal symmetry. This variability is often referred to as the annular mode, which influences climatic conditions over extensive regions in the extratropics (Limpasuvan and Hartmann, 1999; Thompson and Wallace, 2000). The circulation anomalies associated with the annular mode in the Southern Hemisphere (the southern annular mode; SAM) are maintained mainly through feedback forcing generated with anomalous activity of synoptic-scale eddies (Lorenz and Hartmann, 2001).

Recent observations indicate that in the late 20th century the tropospheric westerly jet axis in the Southern Hemisphere shifted poleward, leading to positive trend in the SAM (Thompson et al., 2011). While the observed SAM trend in most of the seasons has been attributed, at least in part, to the anthropogenic increase in greenhouse gases (Shindell and Schmidt, 2004; Cai and Cowan, 2007), the summertime trend has been attributed mainly to the depletion of stratospheric ozone (the "ozone hole") over Antarctica (Thompson et al., 2011). The ozone depletion strengthened the springtime polar vortex in the Antarctic stratosphere, which was then transmitted downward into the surface as the summertime positive SAM trend. This trend was reflected in strengthening of the surface westerlies on the poleward side (\(\sim 60^\circ S\)) of their climatological axis (\(\sim 50^\circ S\)) and weakening on the equatorward side (\(\sim 35^\circ S\)). It has been pointed out that the downward transmission through the SAM requires feedback forcing from tropospheric synoptic-scale eddies (Yang et al., 2015). On the other hand, recent studies indicate that the SAM and tropospheric synoptic-scale eddies are largely influenced by the presence of a sharp meridional gradient in midlatitude SST (sea surface temperature) (oceanic front; Nakamura et al., 2008, Sampe et al., 2013, Ogawa et al., 2016). An oceanic front maintains the cross-frontal gradient of near-surface air temperature (i.e., baroclinicity), which acts to strengthen both baroclinic eddies and the eddy-driven westerly polar front jet (PFJ) climatologically (Nakamura et al., 2004, 2008; Ogawa et al., 2012). As the dominant low-frequency variability of the PFJ, the summertime SAM behavior shows sensitivity to the intensity of the oceanic front (Sampe et al., 2013). Therefore, the oceanic front may have an impact on the stratosphere-troposphere coupling of the SAM, and thereby its observed summertime trend linked to the ozone hole. Our study (Ogawa et al., 2015) has addressed how much the trend could have been controlled by the Southern Hemisphere oceanic front.

Assessment through aqua-planet AGCM experiments

Both the essential signature of the SAM and impacts of oceanic front on it can be addressed through aqua-planet AGCM (atmospheric general circulation model) experiments (e.g. Nakamura et al. 2008). The idealized setting eliminates stationary waves forced by topography and land-sea thermal contrasts, to mimic the conditions of the Southern Hemisphere (SH). The AGCM used in our study was ECHAM5 (Roedner et al., 2003). Its horizontal resolution is T63 (equivalent to \(\sim 180\) km grid intervals), which resolves the sharp SST gradient across the SH oceanic frontal zones. The model has 39 vertical levels up to 0.01 hPa. The lower boundary was set as zonally symmetric SST without any landmass (i.e. aqua-planet). Prescribed two different meridional SST profiles were based on the climatological-mean (1982-2007) monthly data provided by NOAA (OISST: Reynolds et al., 2007). One was taken from the South Indian Ocean at 60\(^\circ\)E, where the warm Agulhas Return Current is confluent with the cool Antarctic Circumpolar Current and thus a
A prominent oceanic front is observed at 45°S throughout the year. In the other SST profile, the oceanic front has been smoothed by artificially warming the subpolar SST (Figs 1a-b in Ogawa et al., 2015). For each of the two seasonally varying SST profiles, simulations were conducted prescribing two different zonally symmetric ozone profiles. The ozone profiles were zonal averages of the JRA-25 reanalysis data (Onogi et al., 2007) averaged for the following two 3-year periods. One is from 1979 to 1981 that corresponds to the beginning of the ozone depletion, and the other from 1999 to 2001 when the ozone concentration reaches its minimum. The latter one shows less stratospheric ozone over the polar region in September and October (Fig 1c in Ogawa et al., 2015). For each of the two different SST profiles, response of the atmospheric circulation to the ozone depletion was defined as the climatological difference between the experiments with and without the ozone depletion. Four AGCM experiments as combinations of two prescribed SST and ozone profiles were conducted for 49 years after a 3-year spin up.

The simulated atmospheric circulation response to the ozone depletion (Fig 1a and 1b) shows the intensification of the springtime stratospheric westerlies regardless of the presence of the oceanic front. In contrast, a tropospheric response in late November through mid-December is found only in the presence of the oceanic front (Fig 1a). The simulated tropospheric response is consistent with the observed positive SAM trend (Thompson and Solomon, 2002). The westerly response is consistent with enhanced westerly acceleration driven by eddy forcing as estimated from the divergence of the Eliassen-Palm flux (Andrews et al., 1987). In the stratosphere, the ozone-induced strengthening of the stratospheric polar vortex was reinforced mainly by the planetary-scale waves regardless of the SST front. However, the positive SAM response simulated only in the presence of SST front was mainly associated with feedback forcing by the synoptic-scale waves in the troposphere (Ogawa et al., 2015). The importance of the planetary (synoptic) scale waves in the stratosphere (troposphere) simulated in the presence of oceanic front is consistent with the findings by Yang et al. (2015). This suggests that the activation of synoptic-scale eddies by near-surface baroclinicity associated with the midlatitude oceanic front can be crucial for the observed...
transmission of the ozone-induced westerly trend from the stratosphere into the troposphere.

The results from the experiments further revealed that the appearance of the ozone-induced circulation trend is related to the stratosphere-troposphere SAM coupling. The leading mode of the year-to-year variability of the stratospheric polar vortex was identified as the 1st EOF mode of the zonally averaged westerly anomalies on 15th November, the day when the stratospheric westerly response to the ozone depletion is most significant. The contribution of the leading mode to the total variance was 80.1 (83.3) % when the oceanic front is present (absent). Since the meridional structure of the leading mode in our experiments is rather insensitive to the ozone profile, we combined the outputs from the two experiments with and without the ozone depletion under the same SST profiles for our EOF analysis. The significant tropospheric westerly anomalies associated with the dominant year-to-year stratospheric variability were simulated from late spring to midsummer in the presence of the oceanic front (Fig 1c), in good correspondence with the ozone-induced tropospheric climate trend (Fig 1a). In contrast, the tropospheric westerly anomaly associated with the stratospheric year-to-year variability become much less without the oceanic front (Fig 1d), consistent with the much reduced westerly response to the ozone depletion (Fig 1b). The striking difference in the vertical SAM coupling in our experiments can be understood from a viewpoint of the troposphere SAM signature. As discussed in previous studies (Nakamura et al., 2008; Sampe et al., 2013), the oceanic front strengthens the climatological mean eddy-driven westerlies in subpolar and mid-latitudes throughout the depth of the troposphere by activating synoptic-scale eddies. As the variability of the eddy-driven jet, the tropospheric SAM was simulated realistically only in the presence of the oceanic front in our experiment. Furthermore, the meridional structure of the simulated westerly response shows distinct similarity to the westerly anomalies associated with the simulated stratosphere-troposphere coupled year-to-year variability (Ogawa et al., 2015). The result suggests the importance of SAM representation in the troposphere for the vertical coupling.

Assessment through CMIP3/5 data sets

Our analysis of more sophisticated global climate model outputs (CMIP3/5 models: Meehl et al., 2007; Taylor et al., 2012) further revealed the potential of the midlatitude oceanic front to control the ozone-induced trend in the tropospheric westerlies in the summertime extratropical SH (Ogawa et al., 2015). It has already been shown that some of the CMIP3 models with realistic stratospheric ozone forcing can reproduce the SAM trend (Cai and Cowan, 2007; Son et al., 2009). In the present study, we focused on the 33 models showing the cooling trend (at the 99% confidence level) in the Antarctic stratosphere during the last 20 years of the 20th century. The list of the model for the analysis is shown in the Tables 1 and 2. Fig 2 shows relationship between the climatological latitudes of oceanic fronts and the peak latitudes of the enhancing trends in 850-hPa zonal-mean westerlies both in austral summer. If all these 33 models are considered, those two latitudes indicate no obvious inter-model correlation (+0.25). However, the correlation greatly increases up to +0.51 with exceeding the 90% confidence level, if computed for the 12 models (red circles in Fig 2) which simulates cross-frontal SST gradient stronger than in the JRA-25 data and stratospheric cooling trends over Antarctica significant at the 99% confidence level in spring and summer (Oct-Jan). Blue triangles signify those models in which the simulated stratospheric cooling trends are significant and midlatitude oceanic fronts are weaker than in JRA-25. After Ogawa et al., (2015).
influence the climatological latitudes of the storm track and the midlatitude eddy-driven PFJ if the frontal SST gradient is strong enough (Nakamura et al., 2008; Ogawa et al., 2012). While the SST gradient across the oceanic front can be strengthened associated with the SAM trend (Sen Gupta and England, 2006, 2007), the small change of SST gradient did not affect the selection of "stronger" and "weaker" SST gradient in our analysis. Our analysis on CMIP models (Ogawa et al., 2015) suggests that the latitudinal position of SST front can also impact on the internal tropospheric dynamics driving the observed stratosphere/troposphere coupling. One should be careful to regard individual models as independent samples because of their common origin (Masson and Knutti 2011). However, we do not consider our results biased significantly by this, as 8 from the 12 models can be considered as independent, and the results are consistent with our independent ECHAM model experiments discussed in chapter 2.

Conclusion

The above assessments (Ogawa et al., 2015) suggest the impact of an oceanic front on the ozone-induced downward stratosphere/troposphere coupling of the circulation anomalies and resulting tropospheric SAM response. Firstly, our idealized aqua-planet AGCM experiments show that the presence of SST front is crucial for the ozone-induced climatic trend through enhancement of vertical coupling of SAM. The results support the role of synoptic and planetary-scale waves in the mechanisms proposed for the downward stratosphere/troposphere coupling (Yang et al., 2015). The realistic representation of midlatitude eddy-driven PFJ in the presence of oceanic front is found to be important for the tropospheric SAM response to the ozone depletion. Secondly, our analysis on the CMIP3/5 models shows that the latitude of a strong oceanic front may have influenced the reproduction of tropospheric SAM trend associated with the ozone depletion. It is therefore suggested that realistic representation of the oceanic front is a key for reliable future projection of the SH climate in a climate model under the forcing of the expected ozone recovery (Thompson et al., 2011; Son et al., 2008) and further global warming (Shindell and Schmidt, 2004; Cai and Cowan, 2007).
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<table>
<thead>
<tr>
<th>Model name</th>
<th>Ocean front</th>
<th>Atmos. grid</th>
</tr>
</thead>
<tbody>
<tr>
<td>CSIRO-Mk3.0</td>
<td>W</td>
<td>192x96</td>
</tr>
<tr>
<td>CSIRO-Mk3.5</td>
<td>S</td>
<td>192x96</td>
</tr>
<tr>
<td>GFDL-CM2.1</td>
<td>W</td>
<td>144x90</td>
</tr>
<tr>
<td>GISS-ER</td>
<td>W</td>
<td>72x45</td>
</tr>
<tr>
<td>FGOALS-g1.0</td>
<td>W</td>
<td>128x60</td>
</tr>
<tr>
<td>INGV-SXG</td>
<td>W</td>
<td>320x160</td>
</tr>
<tr>
<td>MIROC3.2</td>
<td>S</td>
<td>128x64</td>
</tr>
<tr>
<td>(medres)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CCSM3</td>
<td>S</td>
<td>256x128</td>
</tr>
<tr>
<td>PCM</td>
<td>S</td>
<td>128x64</td>
</tr>
<tr>
<td>UKMO-HadCM3</td>
<td>S</td>
<td>96x73</td>
</tr>
</tbody>
</table>

Table 1: List of the 10 CMIP3 models used in the present study, which simulated a cooling trend in the stratosphere (100-hPa) over Antarctica from 1979/80 to 1998/99 in austral spring/summer (October–January) above the 99% confidence level. In the second column, “S” and “W” indicate that the SH oceanic front simulated in a particular model is stronger or weaker, respectively, compared to the SST field used for JRA-25. The third column denotes the numbers of grid points in longitude and latitude for atmospheric data provided. The fourth column denotes the institution(s) for each model. After Ogawa et al., (2015).
<table>
<thead>
<tr>
<th>Model name</th>
<th>Ocean front</th>
<th>Atmos. grid</th>
<th>Institution(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACCESS1-0</td>
<td>W</td>
<td>192x145</td>
<td>CSIRO (Commonwealth Scientific and Industrial Research Organisation, Australia), and BOM (Bureau of Meteorology, Australia)</td>
</tr>
<tr>
<td>BCC-CSM1.1</td>
<td>S</td>
<td>128x64</td>
<td>Beijing Climate Center, China Meteorological Administration</td>
</tr>
<tr>
<td>CanESM2</td>
<td>S</td>
<td>192x96</td>
<td>Canadian Centre for Climate Modelling and Analysis</td>
</tr>
<tr>
<td>CCSM4</td>
<td>S</td>
<td>288x192</td>
<td>National Center for Atmospheric Research</td>
</tr>
<tr>
<td>CESM1-FASTCHEM</td>
<td>S</td>
<td>288x192</td>
<td>National Science Foundation, Department of Energy, National Center for Atmospheric Research</td>
</tr>
<tr>
<td>CESM1-WACC</td>
<td>W</td>
<td>144x90</td>
<td>Centro Euro-Mediterraneo per I Cambiamenti Climatici</td>
</tr>
<tr>
<td>CMCC-CM</td>
<td>W</td>
<td>480x240</td>
<td>LASSG, Institute of Atmospheric Physics, Chinese Academy of Sciences</td>
</tr>
<tr>
<td>FG0ALS-g2</td>
<td>W</td>
<td>128x60</td>
<td>Geophysical Fluid Dynamics Laboratory</td>
</tr>
<tr>
<td>GFDL-CM3</td>
<td>W</td>
<td>144x90</td>
<td>NASA Goddard Institute for Space Studies</td>
</tr>
<tr>
<td>GFDL-ESM2G</td>
<td>W</td>
<td>144x90</td>
<td>Institute for Numerical Mathematics</td>
</tr>
<tr>
<td>GFDL-ESM2M</td>
<td>W</td>
<td>144x90</td>
<td>Institut Pierre-Simon Laplace</td>
</tr>
<tr>
<td>GISS-E2-H</td>
<td>W</td>
<td>144x90</td>
<td>Institut Pierre-Simon Laplace</td>
</tr>
<tr>
<td>GISS-E2-H-CC</td>
<td>W</td>
<td>144x90</td>
<td></td>
</tr>
<tr>
<td>GISS-E2-R</td>
<td>W</td>
<td>144x90</td>
<td></td>
</tr>
<tr>
<td>GISS-E2-R-CC</td>
<td>W</td>
<td>144x90</td>
<td></td>
</tr>
<tr>
<td>INMCM4</td>
<td>W</td>
<td>180x120</td>
<td></td>
</tr>
<tr>
<td>IPSL-CM5A-LR</td>
<td>S</td>
<td>96x96</td>
<td>Atmosphere and Ocean Research Institute (The University of Tokyo), National Institute for Environmental Studies, and Japan Agency for Marine-Earth Science and Technology</td>
</tr>
<tr>
<td>IPSL-CM5B-LR</td>
<td>W</td>
<td>96x96</td>
<td></td>
</tr>
<tr>
<td>MIROC4h</td>
<td>W</td>
<td>640x320</td>
<td>Japan Agency for Marine-Earth Science and Technology, Atmosphere and Ocean Research Institute (The University of Tokyo), and National Institute for Environmental Studies</td>
</tr>
<tr>
<td>MIROC5</td>
<td>W</td>
<td>256x128</td>
<td>Max Planck Institute for Meteorology (MPI-M)</td>
</tr>
<tr>
<td>MIROC-ESM-CHEM</td>
<td>S</td>
<td>128x64</td>
<td>Norwegian Climate Centre</td>
</tr>
<tr>
<td>MPI-ESM-P</td>
<td>W</td>
<td>192x96</td>
<td></td>
</tr>
<tr>
<td>NorESM1-ME</td>
<td>S</td>
<td>144x96</td>
<td></td>
</tr>
</tbody>
</table>

**Table 2:** As in Table S1 but for the 23 CMIP5 models. After Ogawa et al., (2015).
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Introduction

The North Atlantic Oscillation (NAO) is the most important mode of winter climate variability in the North Atlantic sector (Hurrell, 1995; Visbeck et al., 2001; Trigo et al., 2002; Hurrell et al., 2003; Hurrell and Deser, 2010). An index of the NAO can be defined as the sea level pressure (SLP) difference between the Azores high and the Icelandic low. A positive (negative) index reflects a strong (weak) SLP difference which is associated with a strong (weak) stormtrack over the mid-latitude North Atlantic. The NAO not only affects the storminess, but also causes temperature and precipitation anomalies over large parts of North America and Europe (Hurrell et al., 2003). Moreover, it has the potential to enhance the probability for the occurrence of weather extremes over these land areas (Scaife et al., 2008; Pinto et al., 2009).

Atmosphere-ocean interactions need to be considered when investigating the variability of the NAO. Interactions of the NAO with the ocean are suggested to work in both directions: on the one hand, the ocean responds to the NAO (Eden and Jung, 2001; Visbeck et al., 2003; Lohmann et al., 2009; Mecking et al., 2014; Delworth and Zeng, 2016; Delworth et al. 2016). On the other hand, the ocean is proposed to drive NAO variability (Rodwell et al., 1999; Watanabe and Kimoto, 1999; Mehta et al., 2000; Hoerling et al., 2001). The NAO index varies on a wide range of timescales (Hurrell et al., 2003). A significant peak in its power spectrum is found at a sub-decadal period (Czaja and Marshall, 2001; Fye et al., 2006). Other climate variables in the North Atlantic region, such as sea surface temperature (SST), also exhibit pronounced sub-decadal variability (Deser and Blackmon, 1993; Sutton and Allen, 1997; Czaja and Marshall, 2001; Saito et al., 2004; Fye et al., 2006; Álvarez-García et al., 2008). This article summarizes the findings of Reintges et al. (2016, hereafter R16). They show that there is statistically significant sub-decadal Atlantic sector climate variability in both instrumental observations and in the Kiel Climate Model (KCM; Park et al., 2009), a global coupled atmosphere-ocean-sea ice model.

Sub-decadal variability associated with the NAO

R16 analyzed the station-based wintertime (December-March, DJFM) NAO index as well as a 700 years long control integration of the KCM. The spatial structure and variability of the NAO simulated by the KCM are consistent with observations and that in other general circulation models (Semenov et al., 2008). The observed NAO index covers the period 1864-2014 (https://climatedataguide.ucar.edu/climate-data/hurrell-north-atlantic-oscillation-nao-index-station-based).

Sub-decadal modes were derived through Singular Spectrum Analysis (SSA; Vautard and Ghil, 1989). In the observed NAO index, a sub-decadal mode with a period of about 8 years explaining 18% of the total variance is found (Fig. 4a and 4b in R16). In the KCM, the sub-decadal NAO mode has a period of about 9 years and explains 4% of the total variance (Fig. 5a and 5b in R16). The relatively small explained variance in the KCM is due to the longer window that was chosen. The SLP and SST anomaly patterns (Fig. 6 and 7 in R16, respectively) associated with the sub-decadal NAO mode derived from data and the KCM are similar. The SST anomaly pattern depicts a dipolar structure, with one center in the subpolar North Atlantic and the other southwest of that off the coast of North America. This pattern is associated with an increased (decreased) meridional SST gradient during the positive (negative) NAO phase.

Sub-decadal variability of the North Atlantic Oscillation in observations and the Kiel Climate Model

One example illustrating the strong link between the sub-decadal NAO variability and land surface air temperatures is shown in Fig 1. The independently derived sub-decadal SSA modes of the NAO index (DJFM) and of the surface air temperature (SAT) anomaly (DJFM) from Hamburg-Fuhlsbüttel, Germany (http://www.dwd.de/EN/Home/home_node.html) are highly correlated at r = 0.88 (for the period 1891-2014). The sub-decadal mode of the SATs in Hamburg explains as much as 25 % of the total variance. This stresses the importance of the NAO for the winter climate over Europe and the potential role of the sub-decadal NAO mode for multiyear predictability.
The origin of the sub-decadal NAO mode in the KCM

The mechanism behind the sub-decadal mode in the KCM is summarized in the following (for further details and additional Figs see R16). The main result is that atmosphere-ocean interactions are crucial to the sub-decadal mode. There is a positive feedback raising the sub-decadal mode to a significant level, as suggested in the hybrid coupled model study by Eden and Greatbatch (2003). The persistent dipolar SST anomaly pattern positively feeds back on the NAO. This positive feedback was demonstrated through two experiments with the atmospheric component of the KCM. A control simulation was forced by the SST climatology. The other experiment was forced by the dipolar SST anomaly pattern (associated with the positive phase of the sub-decadal NAO mode) superimposed on the SST climatology. The resulting SLP differences between the two experiments correspond to a positive NAO index, illustrating the positive feedback (Supplementary Fig. S4b in R16). There also is a delayed negative feedback which is responsible for the phase change of the sub-decadal mode. Both feedbacks become apparent in the lag-regression patterns associated with the sub-decadal NAO mode and are sketched in Fig 2. The displayed anomalies are shown for the lags -4 years (corresponding to the negative NAO phase), -2 years (the transition phase), and 0 years (the positive NAO phase).

Let us start with the negative phase of the sub-decadal NAO mode, which corresponds to a lag of -4 years. Accordingly, the SLP gradient between the subpolar low and the subtropical high is reduced. This is associated with weaker mid-latitude westerlies and causes anomalies in the net surface heat flux (positive values correspond to a heat flux anomaly into the ocean). The oceanic heat loss is reduced at around 55° N and enhanced over the Gulf Stream region off the American coast. The resulting SST change is dipolar with positive anomalies north of 45° N and negative anomalies to the southwest.

The latter, centered at about 40°N, strengthens at lag -2 years, which corresponds to the transition phase of the sub-decadal NAO mode. At this stage, the NAO index is weak and does not drive heat flux anomalies that could explain the intensification of the cold SST anomaly. In fact, the heat flux anomalies would tend to damp it (not shown). The extended cooling in this area is due to ocean dynamics. In agreement with the findings of Marshall et al. (2001), the zero-line of the wind stress curl moves southward during a negative NAO phase. The cyclonic anomaly in the barotropic streamfunction that develops between the subpolar and the subtropical gyre corresponds to a southward extension of the subpolar gyre. Because of its position between the average subpolar and subtropical gyre this anomaly is called the ‘inter-gyre gyre’. The region at about 40°N, which features the elongated cooling during the transition phase (lag -2 years), is now more affected by the subpolar gyre thereby causing the cooling at 40°N through reduced heat advection.

The delayed negative feedback involves the Atlantic Meridional Overturning Circulation (AMOC) which responds to the dipolar heat flux anomalies. There is a delay in the response of the AMOC and its influence is seen at lag -2 years. A dipolar meridional overturning streamfunction anomaly pattern, consisting of two deep-reaching cells with a node at about 45°N, has developed. The associated anomalous meridional heat transport in the surface layer causes SST cooling north of 45°N and SST warming south of it (lag 0 years). This reverses the SST tendencies and initiates the phase change towards a

Figure 1: The sub-decadal winter (DJFM) modes of the station-based North Atlantic Oscillation (NAO) index and of the surface air temperature (SAT) anomaly in Hamburg-Fuhlsbüttel (Germany) derived through Singular Spectrum Analysis (SSA).

Figure 2: Schematic diagram of the two feedback mechanisms illustrated through idealized lag-regression patterns associated with the sub-decadal NAO mode based on results from the Kiel Climate Model (KCM). The gyre circulation is based on the barotropic streamfunction and positive heat flux values indicate a heat gain for the ocean.
positive NAO index at lag 0 years. The delay in the AMOC and meridional heat transport response to the negative NAO-related heat flux forcing is important in setting the period of about 9 years. The close link between the NAO and the AMOC was further illustrated through SSA applied to an AMOC index defined as the maximum streamfunction at 30°N. The SSA of the AMOC index also revealed a sub-decadal mode with a period of 9 years explaining 8% of the total variance (Fig. 5 in R16). The reconstructed sub-decadal time series of the NAO index and the AMOC index, which were derived independently, exhibit a correlation coefficient of r = 0.74, with the AMOC index leading the NAO index by 1 year. This emphasizes the important role that the AMOC plays in the generation of the sub-decadal NAO mode.

To verify the role of the AMOC for the sub-decadal NAO variability, the atmospheric component of the KCM was coupled to a slab-ocean model without active ocean dynamics. The power spectrum of the NAO index from the slab model experiment (cf. Fig. 2b and 2c in R16) does not depict a significant sub-decadal peak. This result is not sensitive to varying window type and length used for the computation of the power spectrum, and suggests that the ocean dynamics are essential to generate the sub-decadal NAO mode.

The SLP and SST anomaly patterns linked to the sub-decadal NAO variability in the KCM agree with those derived from observations. Finally, the observed AMOC index from the RAPID array at 26.5° N (http://www.rapid.ac.uk/rapidmoc/) (Smeed et al., 2015) was investigated. It also exhibits a sub-decadal variability (Cunningham et al., 2013; Bryden et al., 2014) that seems to lead the NAO index by 1 to 2 years (Fig. 3b in R16). This is consistent with the model results. However, the AMOC record from RAPID is much too short and not suitable for drawing conclusions about the origin of the sub-decadal variations. Thus, a continuation and possible extension of deep ocean observations will be useful to validate the model results and to enhance prediction of the NAO.

In summary, the enhanced variability in the North Atlantic at the sub-decadal timescale is suggested to originate from dynamical atmosphere-ocean interactions. This is supported by the following three major results obtained from the KCM: First, we find SSA modes with a period of 9 years in different atmospheric and oceanic quantities. Second, pronounced sub-decadal NAO variability is not simulated in a slab-ocean model version of the KCM, stressing that ocean dynamics are essential to create this mode. Third, when forcing the atmospheric component of the KCM with the SST anomalies associated with the positive phase of the sub-decadal NAO mode, the simulated SLP anomalies depict a positive NAO phase, demonstrating the existence of a positive feedback.
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Introduction

Cold air outbreak events in mid-latitudes in the northern hemisphere in winter (CAOs) are potentially severe weather phenomena that have a serious influence on residents, agriculture, and transportation. Various anomalous synoptic- and planetary-scale patterns have been identified as precursor signals for CAOs over different regions. Positive sea level pressure anomalies along the Alaska–Yukon border and the coexistence of a ridge over the Arctic (Walsh et al., 2001) and a trough over the Great Lakes region (Konrad, 1996) are good precursors for CAOs over North America. The intensification and expansion of the Siberian high (Ding, 1990) are closely related with CAOs over East Asia. The negative phase of the North Atlantic Oscillation (NAO) (Cellitti et al., 2006) and the Arctic Oscillation (AO) or the tropospheric northern annular mode (NAM) (Thompson and Wallace, 2001) tends to be followed by cold temperature over mid-latitudes. Besides the extratropics, the stratospheric circulation anomalies such as stratospheric polar vortex oscillation (Baldwin and Dunkerton, 1999; Thompson et al., 2002; Cai, 2003) and the equatorial quasi-biannual oscillation (QBO) and tropical forcing such as ENSO (Thompson et al., 2002; Dee et al., 2011) are also promising indicators for winter CAOs.

Johnson (1989) and some following works (e.g., Cai and Shin, 2014) established a hemisphere-wide single cell model for meridional mass circulation, connecting the tropical heating source to the polar heating sink via a poleward warm air branch in the upper troposphere and an equatorward cold branch in the lower troposphere. CAOs can be directly related to an anomalous strong meridional mass circulation, with more cold air discharged from the northern polar region into the lower latitudes within the cold air branch in lower isentropic layers (Iwasaki and Mochizuki, 2012). The strengthening of the cold air branch is further connected with the strengthening of the warm air branch in the upper atmosphere and is driven by the amplification of large-scale waves in the mid-latitudes. Therefore, the meridional mass circulation perspective not only allows us to capture the preferred routes of CAOs directly but also can help us to investigate the precursory changes in various circulation fields for cold air outbreaks.

Data and Analysis Procedures

The data fields used in this study include temperature, pressure, and meridional wind at the surface, and the three-dimensional air temperature, geopotential height, and meridional wind, which are derived from the daily ERA-Interim data for the 32 winters from 1 November 1979 to 28 February 2011 (ECMWF, 2012; Simmons et al., 2006; Dee et al., 2011). The data fields are on 1.5° latitude×1.5° longitude grids and on 37 pressure levels spanning from 1000 to 1 hPa.

We have followed Yu et al. (2014) and Yu et al. (2015a, b, c) and calculated variables associated with isentropic meridional mass circulation including air mass (M), mass tendency, and meridional and vertical mass fluxes in isentropic layers (MF and VF) from daily fields. The zonally integrated field is then calculated and denoted using angle brackets. For example, the zonally integrated meridional mass flux is denoted as <MF>. Positive values of <MF> correspond to poleward mass transport across a given latitude within the two adjacent isentropic surfaces and negative values correspond to equatorward transport. On average, negative values of <MF> mainly appear in the lower troposphere within the equatorward cold air branch of the meridional mass circulation, while positive values mainly appear in upper layers within the poleward warm air branch. On the other hand, positive/ negative values of zonally integrated VF, denoted as <VF>, correspond to upward/downward mass fluxes across the isentropic surface because of diabatic heating/cooling. Positive values of <VF> are observed mainly in the tropics and the surface layer in the extratropics; whereas negative
values are found outside of the tropics above the surface layer. After applying optimization methods as described in Yu et al. (2014), mass conservation at each latitude band and isentropic layer can be generally achieved such that the net mass change due to the convergence of $<MF>$ and $<VF>$ is equal to the daily tendency of the $<M>$. Two sets of indices are derived in this study. In order to measure the intensity of the poleward warm air branch of meridional mass circulation at 60°N, we derived the WB60N index as the vertical sum of $<MF>$ above the critical isentropic level that separates the warm and cold air branches at 60°N. Note that the critical isentropic level varies day to day within the range between 270 K and 290 K. We also derived the CB60N index as the sum of $<MF>$ below the critical isentropic level to measure the intensity of the equatorward cold air branch crossing 60°N. In addition, we followed Cai (2003) and calculated warm and cold temperature area indices, defined as the spatial extent or the percentage of area occupied by warm or cold surface air temperature anomalies that exceed the 0.5 local standard deviation in a given region. Two regions are used in this study: mid-latitudes (25–60°N) and high latitudes (60–90°N).

Results

A) The relation of WB60N with temperature area indices

It is found that stronger warm air mass transport into the upper polar atmosphere is always accompanied by stronger equatorward advancement of cold air in the lower troposphere, and vice versa. Such highly in-phase variations of WB60N and CB60N are because they are simultaneous results of westward tilted waves in the extratropics, according to Johnson (1989). Lagged correlation and composite analyses of WB60N index and temperature area indices, together with the probability distribution function of temperature area indices associated with different intensity of WB60N, show that in the week after the peak dates of weaker meridional mass circulation events, the mid-latitudes tend to be anomalous warm while the high latitudes tend to be anomalous cold. Conversely, in the week after the peak dates of stronger WB60N synchronized with stronger equatorward discharge of cold polar air in the lower troposphere, massive CAOs tend to occur in mid-latitudes accompanied with anomalous warmth in high latitudes.

Such a relationship between the meridional mass circulation at 60°N and the general cold or warmth in mid- and high-latitudes is attributed to the redistribution of cold and warm air mass dominated by the adiabatic rather than the diabatic mass transport across the polar circle. During the strong meridional mass circulation events featured by a strengthening of the poleward mass transport in the upper troposphere within the warm air branch and the equatorward mass transport below within the cold air branch for example, in upper layers, the air mass transported adiabatically from mid-latitudes to the polar region overwhelms that transported downward across isentropic surfaces because of diabatic cooling, leading to a net increase of warm air mass in the high latitudes. In the lower layers, the air mass transported out of the polar region by the strengthened equatorward cold air branch dominates over that transported in from the upper layers because of diabatic cooling, resulting in a net decrease of cold air mass in the high latitudes. The opposite situation is found in the mid-latitudes. Therefore, it is the anomalous adiabatic mass transport across the polar circle that lead to the anomalous increase/decrease of cold air mass and decrease of surface temperature in the mid-/high- latitudes and the below-normal/above-normal temperatures in the mid-/high- latitudes during the following week.

B) The relation of WB60N with the spatial pattern of CAOs

The robust relation between the circulation and temperature area indices is further substantiated from the dominant geographical patterns of surface air temperature anomalies. There are two dominant geographical patterns of CAOs during the cold air discharge period (or 1 week after a stronger mass
circulation across 60°N). One represents CAOs of both North America and Eurasia, and the other is the dominance of CAOs only over one of the two continents with abnormal warmth over the other continent. The first pattern is represented by the composite mean surface air temperature anomalies associated with the stronger mass circulation events (Fig. 1c), and mainly contributed from the phase shifting toward positive polarity of the first and fourth leading empirical orthogonal functions (EOFs) of daily surface air temperature anomalies in winter. The second pattern is manifested by the increased probability of occurrence and amplitude of both phases of the second EOF mode. In contrast, during the cold air charge period (or 1 week after a weaker mass circulation across 60°N), the possibility of the occurrence and amplitude of the two dominant geographical patterns of CAOs are smaller.

**Figure 2:** As in Fig. 1, but for (a)–(f) the anomalies of the total meridional mass transport within the cold air branch (10^9 kg s^-1) and (g) the corresponding winter climatological mean.

Displayed in Fig. 2 is the composite mean temporal evolution of meridional mass flux anomalies within the cold air branch, which indicates the routes of cold and warm air mass, from 1 week before to 1 week after the peak dates of stronger and weaker WB60N events. As shown in Fig. 2, composite patterns of circulation anomalies during stronger mass circulation events greatly resemble that of the winter mean, indicating stronger wave activities of wavenumber-2. Accordingly, the cold air mass transport via two main routes of anomalous cold air outbreaks being along the climatological routes of polar cold air, namely, East Asia and North America, is strengthened. Note that the Siberian high shifts westward during stronger mass circulation events, opening up a third route of cold air outbreaks through Eastern Europe, where lies the poleward warm air route in the winter-mean condition. The strengthening of the Icelandic low and Azores high during stronger mass circulation events acts to close off the climatological-mean cold air route via western Europe; this is responsible for the comparatively normal temperature there. The composite pattern for weaker mass circulation events is generally reversed, where the weakening of the Icelandic low and Azores high, corresponding to the negative phase of the NAO, leads to the reopening and strengthening of the equatorward cold air route through western Europe, which is responsible for the cold anomalies there. The second dominant geographical pattern of cold air outbreaks that is closely associated with the WB60N, namely CAOs over one of the two continents, is found to be results of circulation anomalies due to stronger wavenumber-1 wave activities (not shown).

**Concluding Remarks**

This study proposes a new indicator of CAOs in the framework of isentropic meridional mass circulation. Driven by large-scale waves with deep structure in the extratropics, the warm air mass transported into the polar region tends to vary highly in phase with the polar cold air mass transported out below, thus it has statistically significant and physically direct relationship with individual CAO events. The two most commonly seen spatial patterns of CAO events in winter, namely cold temperatures over mid-latitudes of both continents and cold temperatures over only one of the two continents with the other anomalously warm, tend to occur in the week following stronger meridional mass circulation at 60°N. Details of this study have been presented in Yu et al. (2015a, b).

Moreover, our recent studies (Yu et al., 2015b; Cai et al., 2016) reported that the day-to-day variability of the warm air branch is positively correlated with its stratospheric portion, namely the variations of the poleward mass transport into the polar stratosphere, which is predictable by operational forecast models, such as Climate Forecast System Version 2 (Saha et al., 2014), up to 1 month ahead. This opens up a new opportunity for 30-day forecasts of continental-scale CAOs.
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Introduction

Fundamental to the dynamics of El Niño/Southern Oscillation (ENSO) climate fluctuations is an understanding of equatorial Pacific Ocean flows. Interannual variations in zonal equatorial flow, for example, advect warm water zonally and thus change sea surface temperature (SST), deep atmospheric convection and where the atmosphere is heated (McPhaden & Picaut 1990; Picaut et al. 1996; Jin & An 1999). In spite of the importance of interannual flows to SST and climate fluctuations, the zonal and meridional structure and the physics of these flows are largely unknown. In this table and elsewhere in this study equatorial sea level is based on monthly sea surface height (SSH) anomaly derived from satellite data from AVISO and the surface currents from OSCAR dataset.

At interannual frequencies Gill and Clarke (1974) showed that the large zonal-scale ocean response to wind stress forcing could be described by long wind-forced equatorial Kelvin and Rossby waves. Since Kelvin waves have surface zonal flow in phase with sea level while Rossby waves either have sea level in phase with zonal flow or 180° out of phase with it, the 2 to 3-month lead of the observed flow over sea level in Table 1 must be due some combination of interfering waves. In the eastern equatorial Pacific, the zonal interannual winds that are largely responsible for driving the interannual large zonal scale equatorial flow (see, e.g., the scaling arguments of Clarke, 2008) are weak (Fig. 1). Thus the interfering waves are to a first approximation unforced, and presumably are due to the combination of the Kelvin and Rossby waves associated with eastern ocean boundary reflection. The sum of these waves near an eastern ocean boundary converges very slowly, and this means it is difficult to interpret how the interference leads to a 2 to 3-month lead of zonal flow over sea level. Clarke (1983) showed that near an eastern ocean boundary the sum of the Kelvin and Rossby waves is in the form of long, westward propagating Rossby waves with propagation speed

\[ \gamma = \beta c^2 / f^2 \]

Where \( \beta \) is the northward gradient of the Coriolis parameter \( f \) and \( c \) is the long internal gravity wave speed

![Figure 1](image-url): (top) Regression of July-November surface wind (arrows) and Outgoing Longwave Radiation (OLR) onto an equatorial sea surface temperature (SST) index (July-November SST averaged over 6°S to 6°N, 180°W to 80°W). Wind vectors are only shown for those grid points whose \( u \) or \( v \) correlations with the SST index exceed 0.4 in absolute value. The OLR contour interval is 10 W/m²/C of the SST index; The zero contour is darkened and the positive contour is dashed. Value < -20 W/m²/C are shaded. The wind regressions are based on the period 1946-1985 and the OLR regression on 1974-1989 (1978 missing). (bottom) As for (top) but for December-February. [Redrawn from Deser and Wallace 1990].

...for a given vertical mode, \( y \) is distance northward. Fedorov (2010) and Clarke (2010) later showed that at interannual and lower frequencies this near eastern boundary theory could be generalized to apply right across the Pacific, and also include wind forcing. In that case the equatorial response could be described in terms of wind-forced equatorial long Rossby waves with speed \( \gamma \).
In our study these ideas will help us in our focus on the following two goals:

(i) understand the basic physics of why zonal eastern equatorial Pacific flow leads sea level and El Niño indicator; and
(ii) establish the dynamical connection between zonally-averaged equatorial sea level $\eta$ and zonal equatorial flow and hence examine why $\eta$ leads El Niño indicator.

Why is zonal eastern equatorial Pacific flow a El Niño predictor?

On El Niño timescales, zonal scales are very large. Based on this large zonal scale the eastern ocean boundary within $10^\circ$ of the equator acts dynamically like a meridional wall with boundary condition

$$u = 0 \quad \text{on} \quad x = L \quad (2.1)$$

where $u$ is the eastward perturbation velocity, $x$ distance eastward, $L$ the basin width. At and near this boundary we expect $u$ to be small. This suggests that near the boundary for each vertical mode, in dimensional form, the zonal momentum equation can be written as

$$-fv = -p_x + X \quad (2.2)$$

Here we dropped the mode number subscript $n$, $v$ is the northward perturbation velocity, $p$ the pressure perturbation due to motion, $\eta = g\eta$, $g$ the acceleration due to gravity, $H$ the sea level perturbation, $X = \tau^x (p_{x_0} H)^{-1}$ with $\tau^x$ the eastward windstress component, $p_{x_0}$ the reference seawater density and $H$ is the equivalent depth. With damping and the large zonal scale, low frequency geostrophic approximation for the meridional momentum equation, the remaining governing equations are

$$fu = -p_y \quad (2.3)$$

$$(\partial / \partial t + \lambda) p/c^2 + u_x + v_y = 0 \quad (2.4)$$

where $t$ is the time, $\lambda^{-1}$ the dissipation time scale. Taking $\partial / \partial x$ of (2.3) minus $\partial / \partial y$ of (2.2) gives

$$fu_x + \beta v + fv_y = -X_y \quad (2.5)$$

Multiplying (2.5) by $f$ and using (2.4) gives

$$\beta fv \cdot f^{-1} (\partial / \partial t + \lambda) p/c^2 = -fX_y \quad (2.6)$$

To obtain an equation for $p$ we divide (2.6) by $\beta$ and substitute for $fv$ from (2.2) to obtain

$$-(f^2 \beta^2 c^2) (\partial / \partial t + \lambda) p + p_x = -fX_y / \beta + X \quad (2.7)$$

Equation (2.7) is the wind-forced, damped, long Rossby wave equation often used away from the equator, but here used even at and near the equator. To see that (2.7) physically represents wind-forced damped long Rossby waves, consider the solution of (2.7) when there is no wind forcing. Then

$$p(x,y,t) = G(t + (x-L)/\gamma) \exp [(x-L)\lambda / \gamma] \quad (2.8)$$

where $\gamma$ is the long Rossby wave speed as in (1.1) and $G$ is any differentiable function. The solution represents a long westward propagating Rossby wave that propagates at speed $dx/dt = -\gamma$ and decays with e-folding scale $\gamma/\lambda$ corresponding to the distance traveled by the wave in the dissipation time $\lambda^{-1}$. Since (2.8) represents damped Rossby waves when there is no wind forcing, the wind-forced equation (2.7) represents wind-forced damped Rossby waves. Under the eastern ocean boundary condition (2.1) and the geostrophic condition (2.3), $p$ is constant along the boundary. Thus in the eastern Pacific at $x=L$, $p$ is independent of $y$ and the solution (2.8) in the absence of forcing is

$$p(x,y,t) = p_e(t + (x-L)/\gamma) \exp [(x-L)\lambda / \gamma] \quad (2.9)$$

where $p_e(t)$ is the pressure at the eastern boundary. Our interest is in the geostrophic zonal equatorial flow which can be calculated using (2.9). Define

$$t_* = t + (x-L)/\gamma \quad (2.10)$$

Then

$$\partial p/\partial y = dp_e/\partial t_*(2\beta f)(x-L)/(eta c^2)$$

$$exp [(x-L)\lambda / \gamma] + p (2\beta f)(x-L)\lambda / (\beta c^2) \quad (2.11)$$

Since

$$\partial p_e/\partial t = dp_e/\partial t_* \quad \partial t_* = dp_e/\partial t \quad (2.12)$$

(2.11) reduces to

$$\partial p/\partial y = 2(x-L)c^{-2} (\partial / \partial t + \lambda) p \quad (2.13)$$

Thus from (2.3) and (2.13)

$$u = 2(L-x)c^{-2} (\partial / \partial t + \lambda) p \quad (2.14)$$

Our study showed that $u$-field was dominated by the second vertical mode, so the physics of the $u$-field is captured by (2.14) with $c = c_2$ and $\lambda = \lambda_2$. Note that $p$ in (2.14) is proportional to the sea level $\eta$ since the pressure at the surface is $g\eta$. For ease of explaining of the physics described by (2.14), consider first the case where there
is no damping. Then \( u \) is proportional to \( \eta \), and hence tells us how \( \eta \) will change in the future. The mathematical reason that \( u \) acts like a predictor of \( \eta \) is that \( u \) is, by geostrophy, proportional to \( \eta \), and \( \eta \) is proportional to \( \eta_t \). The physical reason for this proportionality is that the Rossby wave speed \( \beta k^2 / f^2 \) decreases rapidly with increasing latitude near the equator. Therefore since all latitudes are in phase at the eastern boundary (where \( \eta_y = 0 \) because \( u = 0 \)), \( \eta \) at a given longitude at the equator will lead \( \eta \) away from the equator. This implies that calculation of a gradient in latitude is like calculating a gradient in time. The key reason that \( u \) leads \( \eta \) is therefore that the low frequency sea level can be described by long unforced Rossby waves leaving the eastern boundary with propagation speed decreasing rapidly with latitude.

When dissipation is included \( u \) is proportional to \( \eta_t + \lambda \eta = \lambda (\eta + \eta_t / \lambda) \). For low frequencies, by Taylor series expansion

\[
\eta(t + \lambda^{-1}) = \eta(t) + \lambda^{-1} \eta_t(t) \tag{2.15}
\]

Thus \( u \) is approximately proportional to \( \eta(t + \lambda^{-1}) \), i.e., \( u \) leads \( \eta \) by \( \lambda^{-1} \approx 4 \text{ months} \) for the second vertical mode. This is comparable to the observed lead of 2-4 months shown in Table 1.

Note that while the \( u \) field is dominated by the second vertical mode, the sea level is dominated by the first two vertical modes. However, since both modes are proportional to each other in the eastern Pacific and proportional to the sea level as a whole, the theory remains consistent with the Table 1 results. Note also that since the thermocline displacement is proportional to sea level, \( u \) should also lead the thermocline displacement and therefore El Niño indicator in the eastern equatorial Pacific. Observations are consistent with this. Equatorial \( u \) leads thermocline displacement (20°C isotherm depth) by 3 months and Niño3.4 by 4 months.

**Table 1:** Lead in months corresponding to the maximum correlation between the estimated interannual surface equatorial velocity at various eastern Pacific longitudes and interannual sea level at those longitudes, \( \eta_E \cdot h_E \) (the depth of the 20°C isotherm in the eastern equatorial Pacific), and the El Niño index Niño3.4. Numerical entries in each box correspond to the lead in months at maximum correlation, the maximum correlation and, in brackets, critical correlation coefficient at the 95% significance level. The interannual eastward surface velocity at 120°W was obtained by averaging the interannual u (eastward) velocity from 2°S to 2°N, 130°W to 110°W. Similarly centered 4° by 20° equatorial boxes were used to obtain interannual equatorial \( u \) and SSH estimates at 110°W, 100°W and 90°W. The time series for \( \eta_E \) was based on the SSH data averaged over 2°S to 2°N, 82.67°W and \( h_E \) was based on the depth of 20°C isotherm data at 0°N, 110°W obtained from http://www.pmel.noaa.gov/tao/disdde/frames/main.html. Monthly data for Niño3.4 was obtained from http://www.cpc.ncep.noaa.gov/data/indices/ The missing monthly data for all 20°C isotherm depth were filled by linear interpolation.

<table>
<thead>
<tr>
<th>Location</th>
<th>( \eta ) max lead (rcrit 95%)</th>
<th>( \eta_E ) max lead (rcrit 95%)</th>
<th>( h_E ) max lead (rcrit 95%)</th>
<th>Niño3.4 max lead (rcrit 95%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>120°W</td>
<td>2 0.52(0.31)</td>
<td>2 0.56(0.30)</td>
<td>3 0.50(0.31)</td>
<td>4 0.50(0.33)</td>
</tr>
<tr>
<td>110°W</td>
<td>3 0.62(0.32)</td>
<td>3 0.61(0.32)</td>
<td>3 0.62(0.33)</td>
<td>4 0.60(0.33)</td>
</tr>
<tr>
<td>100°W</td>
<td>3 0.62(0.33)</td>
<td>3 0.62(0.32)</td>
<td>3 0.62(0.34)</td>
<td>4 0.55(0.34)</td>
</tr>
<tr>
<td>90°W</td>
<td>3 0.57(0.32)</td>
<td>2 0.57(0.31)</td>
<td>3 0.54(0.31)</td>
<td>4 0.45(0.31)</td>
</tr>
</tbody>
</table>

**What is the dynamical connection between zonally-averaged equatorial sea level and zonal equatorial flow and why does \( \overline{\eta} \) lead El Niño indicator?**

Based on our study, theoretical sea level is well-approximated by the sum of the first two vertical modes, so in the following explanation we shall only analyze these two modes. The zonally-averaged sea level \( \overline{\eta} \) on the equator (\( f=0 \)) can be calculated from the zonal momentum equation (2.2) with \( u_t + \lambda u \) term included

\[
u_t + \lambda u = -g \eta_s + \tau^x / \rho \overline{\eta} \tag{3.1}
\]

In previous section for modes \( n=1 \) and \( 2 \) we have adopted the basic balance between the wind stress and zonal pressure gradient and so have omitted the term. However, based on our study, this zonal velocity term influences the lead of \( \overline{\eta} \) over \( \eta_E \) and El Niño. We therefore include this term by regarding it as a perturbation to our previous solution, and estimate it using the lowest order solution, which can be obtained by solving (2.2)-(2.4)

\[
u(x,t) = 2gc^2 (L-x) \partial \eta_s(t) / \partial T - (\rho \eta \beta H)^i \int_s^x \tau^x(s,t) ds - 2(\rho \eta \beta^2 H)^i \partial / \partial T \int_s^x (s-x) \tau'(s,t) ds \tag{3.2}
\]
Here and in the following part, we’ll write $\partial / \partial T = \partial / \partial t + \lambda$. Integrating (3.1) from some general longitude $x$ to the eastern boundary $x=L$ and calculating the zonal average gives

$$\overline{\eta} = \eta_E^{-} \int_{0}^{L} \frac{\tau_x}{\rho_{ref} g H} \, \mathrm{d}x + \frac{\partial}{\partial T} \int_{0}^{L} \frac{xu^{(0)}}{g L} \, \mathrm{d}x$$

(3.3)

Here $u^{(0)}$ stands for the lowest order solution from (3.2), substitude $u^{(0)}$ into (3.3) gives

$$g^{-1} \left( \frac{\partial}{\partial T} \right) \int_{0}^{L} \left( \frac{x}{L} \right) u^{(0)} \, \mathrm{d}x = L^2 / 3 \varepsilon^2 \frac{\partial}{\partial T} \eta_E + J (3.4)$$

where

$$J = - \left( 3 \rho_{ref} H \varepsilon c^2 L \right)^{-1} \frac{\partial}{\partial T} \left( \int_{0}^{L} x^3 \tau \, \mathrm{d}x \right)$$

$$- \left( 2 \rho_{ref} L g H \varepsilon \right)^{-1} \frac{\partial}{\partial T} \int_{0}^{L} \frac{x^2 \tau y}{y^2} \, \mathrm{d}x$$

(3.5)

our calculations show that the first term on the right hand side of (3.4) dominates. This term is related to the unforced Rossby wave contribution described in section 2. Thus the large zonal-scale low-frequency linear theory suggests that the long Rossby wave physics discussed in section 2 not only explains the lead of $u$ over $\eta_E$ and El Niño, it also contributes to the lead of $\overline{\eta}$ over $\eta_E$. (This article is a summary of our recent published work [Zhang & Clarke 2016] by Journal of Physical Oceanography. © American Meteorological Society).
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Extreme weather and climate events are a dominant contributor to overall climate-related risk, and there is a growing realisation that they may also play a major role in past, current, and future trends in climate-related risk in a world under the influence of human activities (Oppenheimer et al., 2014). In order to improve understanding of changes in extreme weather under climate change, the International CLIVAR Climate of the 20th Century Plus (C20C+) Detection and Attribution (D&A) subproject is producing a large number of climate model simulations within an experiment design configured specifically to diagnose the behaviour of extreme weather under climate change (Folland et al., 2014). In order to facilitate analysis by the broad climate research community, the project has held two week-long “hackathons” in which researchers from around the world can discuss the project and analyse output on the same machine on which the data portal is hosted.

C20C+ brings together researchers from around the world to develop understanding of variations and changes in the climate over periods up to the last 150 years, through analysis and comparison of observational and dynamical modelling data sets (Folland et al., 2014). Since 2010, C20C+ has been developing this interest into a capacity to understand extreme weather in the context of anthropogenic climate change, through the D&A subproject (http://portal.nersc.gov/c20c). C20C+ D&A is an international collaboration generating a large number of climate model simulations with relatively high resolution atmospheric models, with high frequency output distributed through a public data portal. Current archived output exceeds 3PB.

As part of an effort to facilitate research by the broader climate community, Lawrence Berkeley National Laboratory’s CASCADE project and the National Energy Research Scientific Computing Center (NERSC) have hosted “hackathons” in Berkeley, California, during the week before the 2015 and 2016 Fall Meetings of the American Geophysical Union held across the bay. The aim has been to bring together researchers from around the world in order to:

• analyse large quantities of C20C+ D&A data on (and next door to) the machines which host the data portal;
• discuss the experiment design and implementation with researchers who are conducting the simulations;
• coordinate analyses and develop research plans.

Each hackathon involved about a dozen researchers from Africa, Asia, Australia, Europe, and North America, with most participants being early career researchers. The first day of each hackathon was dominated with presentations and discussions about the project, simulations, and NERSC computing systems. For the remaining days the researchers mostly worked on their own analyses on NERSC machines, with occasional spontaneous discussions and impromptu presentations on interesting results or issues, including on methods to estimate uncertainty in risk ratio-based (or fractional attributable risk-based) estimates of the role of anthropogenic emissions on extreme weather (C. Paciorek and colleagues, in preparation) and on the importance of experiment design for attribution assessment (Risser et al., 2017).

While the common and unifying theme of the research was "extreme climate events" and their attribution to human influence, the participants' analyses in both hackathons covered a large variety of different topics, including various simulated metrics and variables, spatio-temporal scales, and analysis methodologies. For example, the breadth of topics included the role and attributability of fire events in Australia, the role of atmospheric modes of variability in extreme events such as heat waves and intense precipitation, interannual
variability and attribution of flooding in Nigeria and southern Africa, and the effect of the land surface on extreme weather. Most of the researchers examined daily output from the climate model simulations, which would be more challenging outside of the hackathon venue.

Both hackathons ended on Friday afternoon with presentations of preliminary results and further analysis plans by all participants. Participants at the 2015 hackathon recommended an emphasis on participation by young researchers. Holding the event alongside the AGU Fall Meeting provides a synergy that is more effective for young researchers than for more mature researchers, who may be in the examination period and have other administrative responsibilities that preclude two weeks of travel. Obtaining travel funding for young researchers, also identified as a way of facilitating participation, helped the 2016 event.

While both hackathons thus far have been considered successful in stimulating and facilitating research, it may be beneficial to modify the approach in future by focusing meetings on specific topics. These could involve a regional focus, hosted anywhere with a high-speed connection to the NERSC portal or through organised staging of data through disk transfers, which would also facilitate travel for young researchers with limited funds in the selected region. There are also identified synergies with other activities which will be actively producing climate model output over the next couple of years, including the Half a degree Additional warming, Prognosis and Projected Impacts Project (HAPPI, Mitchell et al., 2017) (which shares the C20C+ D&A data portal), the Detection and Attribution Model Intercomparison Project (DAMIP, Gillett et al., 2016), Global Monsoons Modeling Intercomparison Project (GMMIP, Zhou et al., 2016), or High Resolution Model Intercomparison Project (HighResMIP, Haarsma et al., 2016), and thus joint hackathon events may be beneficial in facilitating multi-project research.

Participants of both hackathons, as well as the broader climate research community, are invited to submit publications to a special issue in Weather and Climate Extremes concerning “First results of the C20C+ Detection and Attribution Project” (submission deadline 30 June 2017). As with the hackathons, the special issue is intended as a venue to facilitate analyses of C20C+ D&A simulation output, and thus does not preclude publication elsewhere.
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From January 30th to February 1st, the CLIVAR/IOC-GOOS Indian Ocean Region Panel (IORP) met for its 13th session in Perth, Australia. The main agenda item of the meeting was the (Indian Ocean Observing System (IndOOS) Review Workshop, jointly organized with the Sustained Indian Ocean Biogeochemistry and Ecosystem Research (SIBER), the IndOOS Resources Forum (IRF) and Global Ocean Observing System in the Indian Ocean (IO-GOOS). The IndOOS Review is being co-ordinated by IORP on behalf of the international community. During the workshop, there were 24 presentations to discuss about the background on the past and present of IndOOS, new scientific drivers in the Indian Ocean, as well as new technologies that could be incorporated to improve IndOOS in the future.

By the end of the workshop, the overall objective of IndOOS, terms of reference of IndOOS Review, and most importantly, the outlines of scientific drivers and observation requirements for IndOOS have been initially identified. The draft IndOOS Review white paper is expected to be delivered by September 2017, and the second IndOOS Review Workshop is planned to be organized in February 2018, together with next IORP meeting. The detailed timelines will be worked out by IORP co-chairs shortly. The IORP co-chairs will also be responsible to contact the individual scientists to compose the white paper written team.

The IORP-13 has been organized back to back with the annual meeting of IOGOOS-13, SIBER-7, IRF-7, the first Scientific Steering meeting of IIOE-2 and Bio-Argo Workshop. More details can be found at http://www.clivar.org/events/iogoosiopsiberirf-annual-meetings-and-1st-lioe-2-steering-committee-meeting-and-bio-argo
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