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Abstract

Engineering parallel software systems is still in its infancy. At present, there is a wide gap between formal approaches to algorithm specification and practical approaches to algorithm implementation. In this contribution, we emphasize the step from specification to implementation in parallel programming and discuss applications experience with a prototyping approach, which exploits the strength of a set-oriented language to program design through rapid prototyping of parallel algorithms.

1 Introduction

It is a well-known fact that the cost to correct an error in a computer system increases dramatically as the system life cycle progresses [4]. The cost of correcting an error increases by orders of magnitude as the system moves from the development stages of analysis and design, to become most expensive during the maintenance and operation phase. Formal specification and prototyping help to eliminate many of these errors in the very early stages of a project before any production-level code has been written.

Furthermore, parallel programming is conceptually harder to undertake and to understand than sequential programming, because a programmer often has to focus on more than one process at a time. Additionally, on most of today’s parallel machines, programmers are forced to program at a low level to obtain performance — ease of use is sacrificed for efficiency. Consequently, developing parallel software systems is in general considered as an awkward undertaking. A high-level language designed for prototyping parallel algorithms helps to manage engineering parallel software systems.

2 Prototyping

First, a prototype helps the specification writer to evaluate the specification. It also helps a potential user to explore the capabilities of the system. It is often only through this type of experience that the
necessary functional requirements can be discovered. Furthermore, it is better to have the user discover
needs early in the production process, and not after the system has been completely implemented and
delivered. The prototype provides the user with a vehicle which can be exercised to see if it meets
the (sometimes fuzzy) requirements. Users are involved in the system development process which
supports the communication between users and developers.

Prototypes should be built in very high level languages to make them rapidly available. To be useful,
prototypes must be built rapidly, and designed in such a way that they can be modified rapidly.
Consequently, a prototype is usually not a very efficient program since the language should offer
constructs which are semantically on a very high level, and the runtime system has a heavy burden
for executing these highly expressive constructs. Note that a prototype is a model, and that this
model taken as a program has to be executable so that at least part of the functionality of the desired
end product may be demonstrated on a computer [6].

3 Parallel Programming related to Prototyping

Most current programming environments for distributed memory architectures, which are usually
based on some kind of message passing, provide inadequate support for mapping applications to the
machine. In particular, the lack of a global name space forces algorithms to be specified at a relatively
low level, since it is complicated to simulate shared memory. This greatly increases the complexity of
programs, and also fixes algorithm design choices, inhibiting experimentation with alternate algorithm
choices or problem decompositions. This makes programming such machines very difficult, since the
programmer has to explicitly encode all the low-level details required to implement the algorithm.
The resulting programs are complex and inflexible.

Meanwhile, the techniques of parallel programming are evolving slowly. Initially, parallel programs
were a collection of sequential programs written in traditional sequential languages. These languages
were extended with communication instructions to enable message-passing communication. Such
synchronizing communication is feasible in problems with completely regular patterns of execution,
but it is difficult to control in areas where the execution pattern is strongly data-dependent and
irregular.

Therefore, it is clear that changes in parallel programming languages are needed — in particular it
should be possible to dynamically create computations, to synchronize them and to allow information
exchange between them. Several languages have been proposed with this goal in mind: for instance
C.A.R. Hoare proposed an influential model called CSP (Communication Sequential Processes) al-
lowing the definition, activation and synchronization of communicating processes [18]. However, it is
very difficult to build parallel programs with this approach. This is mainly due to the fact that the
programmer has to mentally manage several threads of control simultaneously instead of one at the
time.

During the past years several high-level languages with mechanisms for parallel programming have
been developed to alleviate parallel programming. Even though such high-level languages were de-
signed to express parallelism, they are mostly intended to be implemented and used on ordinary
computers with only one central processing unit. Parallel programming is then used as a conven-
ient way of expressing logical relationships between different parts of a complex program, and only
secondary for increasing the execution speed.

Achieving speedup through parallelism is a common motivation for executing an application pro-
gram on a parallel computer system. The main motivation for integrating explicit parallelism into
a prototyping language is to provide means for modeling inherently parallel applications. Consider,
for instance, distributed systems such as air-traffic-control and airline-reservation applications, which
must respond to many external stimuli and which are therefore inherently parallel. To deal with non-
determinism and to reduce their complexity, such applications are usually structured as independent
parallel processes. Similarly, a company with multiple offices and factories may need a computing
system which enables people and machines at different sites to communicate with each other. Such a system has to run on distributed hardware and, thus has to be programmed in a parallel way.

Programmers who can express their ideas in a parallel way sometimes invent entirely new ways of solving problems. In order to embody their inventions in working programs they need languages that allow parallelism to be expressed explicitly — languages based on parallel software models.

### 3.1 Possible Approaches to Prototyping Parallel Algorithms

Parallel computers are traditionally divided into two broad subcategories: tightly coupled and loosely coupled systems. In a tightly coupled system at least part of the primary memory is shared. All processors have direct access to this shared memory. In a loosely coupled (distributed) system, processors only have access to their own local memories; processors can communicate by sending messages over some kind of communication channel. Tightly coupled systems have the advantage of fast communication through shared memory. Distributed systems, on the other hand, are much easier to build, especially if a large number of processors is required. Initially, programming language and operating system designers strictly followed the above classification, resulting in two parallel programming paradigms: shared variables (for tightly coupled systems) and message passing (for distributed systems).

Many languages for parallel programming have evolved during the last years, making the choice of the most suitable language for prototyping parallel algorithms a difficult one. More important, the underlying models of the languages differ widely.

**Message Passing** The basic model of message passing is that of a group of sequential processes running in parallel and communicating through passing messages. This model directly reflects the distributed memory architecture, consisting of processors connected through a communications network. Many variations of message passing have been proposed [3].

There exist some approaches to develop prototypes for message-passing programs on the basis of Petri-nets or data-flow diagrams. Petri-Nets and data-flow diagrams can be used as graphical representations of message-passing systems. Therefore, they are often used to build prototypes for message-passing programs. For instance, prototypes for occam programs are developed with Petri-nets in [5], and with data-flow diagrams in [19].

For some applications, the model of message passing may be just what is needed. This is, for example, the case for an electronic mail system. For other applications, however, this basic model may be too low-level and inflexible. In particular, the lack of a global name space forces algorithms to be specified at a relatively low level, since it is complicated to simulate shared memory. Refer to [2] for an extensive discussion of the shortcomings of the message-passing model. Most of the problems which arise with message passing exist similarly for graphical approaches based on Petri-nets or data-flow diagrams, because such graphs are just graphical representations of message-passing systems.

In contrast to the message-passing model, the shared-memory model allows application programs to use shared memory as they use normal local memory. The primary advantage of shared memory over message passing is the simpler abstraction provided to the application programmer, an abstraction the programmer already understands well. This allows a more natural transition from sequential to parallel programming.

**Data Parallelism** Data parallelism extends conventional programming languages so that some operations can be performed simultaneously on many pieces of data. All the elements in a list or in an array can be updated at the same time, for example, or all items in a data base are scanned simultaneously to see if they match some criterion. For an account to data parallel algorithms see [17] and for an account to data-parallel programming see [21]. Data-parallel operations appear to be done simultaneously on all affected data elements. This kind of parallelism is opposed to control parallelism that is achieved through multiple threads of control, operating independently. According
to Flynn’s taxonomy of computer architectures, the data-parallel programming model is based on the single-instruction-stream/multiple-data-stream (SIMD) model as opposed to the multiple-instruction-stream/multiple-data-stream (MIMD) model [11]. The SIMD programming model is synchronous because all active processing elements execute the same operation simultaneously.

Data parallelism is opposed to control parallelism which is achieved through multiple threads of control, operating independently. The data parallel approach lets programmers replace iteration (repeated execution of the same set of instructions with different data) with parallel execution. It does not address a more general case, however: performing many interrelated but different operations at the same time. This ability is essential in developing complex application programs. We are searching for appropriate means that enable the expression of new parallel algorithms for implementing inherently parallel systems, and not primarily to increase the execution performance of prototypes.

Parallel Object-Oriented Programming An approach to imperative programming which has gained widespread popularity is that of object-oriented programming [20]. In this approach, an object is used to integrate both data and the means of manipulating that data. Objects interact exclusively through message passing and the data contained in an object is visible only within this object itself. There are several possibilities for the introduction of parallelism into object-oriented languages [25].

Parallel object-oriented languages tend to use either message passing or remote procedure calls for inter-process communication: the object space (the collection of all objects in the program) is not the communication medium, and does not constitute a shared object memory. Therefore, most of the problems with programming parallel applications which arise with message passing exist similarly for parallel object-oriented languages.

Additionally, probably the most difficult aspect of integrating parallelism into object-oriented languages is that inheritance greatly complicates synchronization. When a subclass inherits from a base class, programs must sometimes redefine the synchronization constraints of the inherited method. If a single centralized class explicitly controls message reception, all subclasses must rewrite this part each time a new operation is added to the class. The subclass cannot simply inherit the synchronization code, because the highest-level class cannot invoke the new operation. The parallel object-oriented languages resolve these synchronization problems in different ways. Refer to [1] for a discussion of the resulting problems and various solutions.

Parallel Functional Programming A functional program comprises a set of equations describing functions and data structures which a user wishes to compute. The application of a function to its arguments is the only control structure in pure functional languages. Functions are regarded in the mathematical sense in that they do not allow side effects. As a consequence a value of a function is determined solely by the values of its arguments, a property which is referred to as referential transparency. Therefore, functional programs are inherently parallel. Because they are free of side effects, each function invocation can evaluate all of its arguments and possibly the function body in parallel. The only delay may occur when a function must wait on a result being produced by another function. The real problem is not discovering parallelism but reducing it so as to keep the overhead on an acceptable level. Parallel functional languages address this problem by allowing the programmer to insert annotations which specify when to create new threads of control. Refer to [23] for a collection of papers on several parallel functional languages.

However, pure functional languages are not suitable for programming cooperating processes: they are deterministic and they do not have variables. Therefore, processes described as functions cannot include choices of alternative actions and they cannot remember their states from one action to another. Nondeterminism would destroy referential transparency in functional programming languages.

Processes sometimes cooperate in a way that cannot be predicted. It is impossible, for instance, to predict from which terminal of a multi-user computing system the next request for a particular service might come. Moreover, the system behavior necessarily depends on previous requests. Both nondeterminism of events and dependence on the process history are strong arguments for an imperative
rather than applicative programming model for cooperating processes. This is due to the determinism and the lack of variables which make pure functional languages impractical for programming parallel systems. Even the parallel functional languages do not support nondeterminism.

**Parallel Logic Programming** Parallel logic languages usually use shared logical variables as a communication medium. In [22], it is described how several communication patterns can be expressed using shared logical variables despite the single-assignment property of such variables. On the other hand, the shared logical variable also has its problems. Although it is possible to implement shared data structures like streams and queues using shared logical variables, only a single process can add elements to such data structures. Some problems with shared logical variables in parallel logic languages are discussed in [8].

**Coordination Languages** A coordination language provides means for process creation and interprocess communication which may be combined with sequential computation languages to create parallel programming languages [7]. Linda is a coordination language concept for explicitly parallel programming in an architecture independent way [12]. Communication in Linda is based on the concept of tuple space, i.e., a virtual common data space accessed by an associative addressing scheme. The parallel processes are decoupled in time and space in a simple way: processes do not have to execute at the same time and do not need to know each other’s addresses. Process communication and synchronization in Linda is called generative communication, because tuples are added to, removed from, and read from tuple space concurrently. Synchronization is done implicitly.

Reading access to tuples in tuple space is associative and not based on physical addresses. It is based on their expected content described in so-called templates. This method is similar to the selection of entries from a data base. Each component of a tuple or template is either an actual, i.e., holding a value of a given type, or a formal, i.e., a declared placeholder for such a value. Tuples in tuple space are selected by matching, where a tuple and a template are defined to match, iff they have the same structure (corresponding number and type of components) and the values of their actuals are equal to the values of the corresponding tuple fields.

The uncoupled and anonymous inter-process communication in Linda is in general not directly supported by the target machines. However, a high-level language must be able to reflect a particular top-down approach to building software, and not a particular machine architecture. This is also important to support portability across different machine architectures. Implementations of Linda have been performed on a wide variety of parallel architectures: on shared-memory multi-processors as well as on distributed memory architectures [24].

### 4 Experience with an Approach to Prototyping Parallel Algorithms in a Set-Oriented Language

To support prototyping of parallel algorithms, a prototyping language must provide simple and powerful means for dynamic creation and coordination of parallel processes. PROSet is a set-oriented prototyping language [9]. In PROSet-Linda, the concept for process creation via Multilisp’s futures [13] is adapted to set-oriented programming and combined with Linda’s concept for synchronization and communication [14]. Synchronization and communication in PROSet-Linda are carried out through addition, removal, reading, and atomic updates of individual tuples in tuple space. Refer to [15] for an account to prototyping parallel algorithms in a set-oriented language.

In this position paper we can only sketch some applications experience. In our contribution we would discuss experiences with two example applications: developing algorithms with PROSet-Linda for parallel interpretation-tree model matching and cooperative planning of independent agents.
4.1 Parallel Interpretation-Tree Model Matching

In [16], we discuss the development of algorithms for parallel interpretation-tree model matching for 3-D computer vision applications such as object recognition.

The classical control algorithm for symbolic data/model matching in computer vision is the Interpretation Tree search algorithm. This algorithm has a high computational complexity when applied to matching problems with large numbers of features. We examine parallel variations of this algorithm. Parallel execution can increase the execution performance of model matching, but also make feasible entirely new ways of solving matching problems. The expected improvements attained by the parallel algorithmic variations for interpretation-tree search are analyzed.

4.2 Cooperative Planning of Independent Agents

In [10], we discuss the development of algorithms for cooperative planning of independent agents by means of an example application.

Cooperative planning of independent agents is a problem which requires careful study. For concentrating on the essential aspects (plan generation, conflict resolution) we propose a prototypical approach. Finding a clear and intelligible solution to plan generation and conflict resolution is certainly more important than obtaining directly a very efficient program — once a solution is found through exploration, it may be used as an executable specification for an efficient implementation. Consequently, we concentrate on conceptual aspects and implement our solution in a prototyping language.

This is what prototyping is about: experimenting with ideas for algorithms and evaluating them. Purely theoretic evaluations are often not possible in practice. A very high-level language for parallel programming is needed to make this approach feasible.
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