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Abstract

Marine ecosystem models are of great importance for understanding the oceanic uptake of carbon dioxide and for projections of the marine ecosystem’s responses to climate change. The applicability of a marine ecosystem model for prognostic simulations crucially depends on its ability to resemble the actually observed physical and biogeochemical processes. An assessment of the quality of a given model is typically based on its calibration against observed quantities. This calibration or optimization process is intrinsically linked to an adjustment of typically poorly known model parameters.

Straightforward calibration attempts by direct adjustment of the model parameters using conventional optimization algorithms are often tedious or even beyond the capabilities of modern computer power as they normally require a large number of simulations. This typically results in prohibitively high computational cost, particularly if already a single model evaluation involves time-consuming computer simulations. The optimization of coupled hydrodynamical marine ecosystem models simulating biogeochemical processes in the ocean is here a representative example. Computing times of hours up to several days already for a single model evaluation are not uncommon. A computationally efficient optimization of expensive simulation models can be realized using for example surrogate-based optimization. Therein, the optimization of the expensive, so-called high-fidelity (or fine) model is carried out by means of a surrogate – a fine model’s fast but yet reasonably accurate representation.

This work comprises an investigation and application of surrogate-based optimization methodologies employing physics-based low-fidelity (or coarse) models. Seeking a computationally efficient calibration of marine ecosystem models serves as the fundamental aim. As a case study, two illustrative marine ecosystem models are considered. Here, coarse models obtained by a coarser temporal resolution and by a truncated model spin-up are investigated. The accuracy of these computationally cheaper coarse models is typically not sufficient to directly exploit them in the optimization loop in lieu of the fine model. I investigate suitable correction techniques to ensure that the corrected coarse model (the surrogate) provides a reliable prediction of the fine model optimum. Firstly, I focus on Aggressive Space Mapping as one of the original Space Mapping approaches. It will be shown that this optimization method allows to achieve a reasonable reduction in the optimization costs, provided that the considered coarse and fine model are sufficiently “similar”. A multiplicative response correction approach, subsequently investigated, turned out to be very suitable for the considered marine ecosystem models. A reliable surrogate can be obtained. Exploiting the latter in a surrogate-based optimization algorithm, a computationally cheap but yet accurate solution is achieved. The optimization costs can be significantly reduced compared to what is achieved by the Aggressive Space Mapping algorithm.

The proposed methodologies, particularly the multiplicative response correction approach, serve as initial parts of a set of tools for a computationally efficient calibration of marine ecosystem models. The investigation of further enhancements of the presented algorithms as well as other promising approaches in the framework of surrogate-based optimization will be highly valuable.
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Understanding the earth’s climate system and forecasting its future behavior is of great significance for assessing and designing adequate climate change policies and one of the most challenging tasks in climate science, applied mathematics and other scientific disciplines.

**Why Predictions of the Earth’s Climate?**

The average temperature of the climate system, which includes the atmosphere and the oceans, increased by about 0.8°C within the last 100 years (IPCC, 2007b). The identified continuous global warming can no longer be primarily credited to natural factors. Warming of the climate system is unmistakable and its cause by increasing concentrations of greenhouse gases produced by human activities is hardly scientifically doubted (IPCC, 2007b). According to scientific evidence in reports of the *Intergovernmental Panel on Climate Change* (IPCC), which summarizes and discusses the scientific state of knowledge about global warming, a rising global temperature will lead to increasingly extreme weather conditions, such as droughts or heavy rainfalls. Other likely effects are sea level rises, desertification, the extinction of certain species as well as changes in agricultural yields (Braman et al., 2010; IPCC, 2007b).

Carbon dioxide (CO₂) is – among other greenhouse gases such as methane and nitrous oxide – one of the main contributors to global warming. Its concentration in the atmosphere has dramatically increased since the beginning of the Industrial Revolution predominantly due to the burning of fossil fuels (IPCC, 2007b). In 2010, global CO₂ emissions exceeded the most pessimistic forecasts of the IPCC (Boden and Blasing, 2011). Based on the findings of the IPCC, a warming of 1.1°C to 6.4°C is expected by the end
of the century (IPCC, 2007a). This depends on future greenhouse gas emissions and the actual response of the climate system. However, assuming an increase in the global mean surface temperature of 4.0°C would very likely exceed the adaptation capabilities of humans and the climate system (Warren, 2011). According to current scientific conclusions, mean temperature increases of up to 2.0°C could avoid at least extremely dangerous climate change and the worst risks involved (Hansjürgens, 2009; O’Neill and Oppenheimer, 2002).

Regarding the international law sphere, the United Nations Framework Convention on Climate Change (UNFCCC) and its Kyoto Protocol are the main instruments relating to climate change (UN, 1992, 1998). The UNFCCC – as an overall framework convention – aims to achieve a stabilization of greenhouse gas concentrations in the atmosphere at a level that would prevent dangerous anthropogenic interference in the climate system (Art. 2 UNFCCC). Further substantiating this aim, the Kyoto Protocol is currently the only international legally binding regime which addresses greenhouse gas emissions. 192 nations ratified this agreement to coordinate international efforts for preventing dangerous climate change (UN, 2011). The Kyoto Protocol, however, has two major limitations. Not included are, amongst others, the United States of America, India and China, the biggest emitters of CO₂ worldwide (Drieschner, 2011). Additionally, the Kyoto Protocol is going to run out by the end of 2012 (Art. 3 para. 1 Kyoto Protocol). So far, there doesn’t exist any follow-up agreement to limit emissions in a legally binding way. At least, at the recently completed conference on climate change in Durban, member states agreed that the next UN conference in Qatar in 2012 enacts an extension of the Kyoto-Protocol beyond the year 2012. Furthermore, the 194 member states of the UNFCCC could agree upon a general roadmap for a new global climate treaty. By the year 2015, a legally binding agreement is supposed to be developed in order to limit global warming to 2.0°C above pre-industrial level, which then eventually includes the USA, China and India. This aim has already been formulated during the last conference in Cancún in 2010 (UN, 2010). However, the specifics of a new treaty remain unclear as of 2011, making projections of future emission trajectories rather impossible. Moreover, though the compromise at the conference in Durban initiates the development of a legally binding agreement, this treaty is only supposed to become effective by 2020. This illustrates the slow process of international negotiations concerning climate change.

Clearly, of primary importance for limiting global warming is a drastic reduction of anthropogenic emissions of greenhouse gases. However, according to the prevailing scientific understanding about global warming, it is very unlikely that even if a steep reduction in global greenhouse gas emissions can be achieved (e.g., fossil fuel related carbon emissions), one could avoid global warming in excess of the 2.0°C level (European Envi-
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ronment Agency, 2005). Additional efforts originated in the past years – so-called Climate Engineering – with the primary aim to artificially remove greenhouse gases from the atmosphere (Carbon Dioxide Removal) or reflect incoming solar radiation back to space (Solar Radiation Management). Such approaches have the potential to reduce the effects of climate change but, at the same time, they are highly controversial (Rickels et al., 2011). Apart from human efforts for the mitigation of global warming, there exist various natural “sinks” in the climate system which contribute to a natural removal of atmospheric CO₂. These sinks are part of the global carbon cycle – therein the globally available carbon is exchanged among the biosphere (global sum of all ecosystems), pedosphere (soil), geosphere (inside of the earth), hydrosphere (combined mass of water), and the atmosphere of the earth (see here and the following, e.g., Fasham, 2003; Raven and Falkowski, 1999; Sarmiento and Gruber, 2002, 2006).

Those sinks include for example the reduction of dissolved inorganic carbon through the biogeochemical cycle among carbon and the ocean biota as part of the oceanic ecosystems (marine carbon cycle). According to the IPCC, over half of the anthropogenic concentrations of carbon dioxide is therewith removed from the atmosphere within a century (Meehl et al., 2007). Through photosynthesis within phytoplankton, more specifically by the light-independent or dark reactions, the dissolved inorganic carbon as well as nutrients such as dissolved inorganic phosphorus and nitrogen are converted to organic compounds. Through the food chain from zooplankton to higher trophic levels, a large part of the organic carbon is transformed back to dissolved inorganic carbon. This incorporates the processes of respiration and remineralization which take place in the upper 500m of the ocean under the influence of bacteria and oxygen. Parts of the dissolved inorganic carbon in the upper ocean is released back to the atmosphere again in the form of carbon dioxide. The organic carbon compounds incorporated in dead material (both zoo- and phytoplankton), which have neither been consumed nor remineralized, as well as organic excretions, either sink down to the deeper ocean or are transported to the latter by the ocean circulation (see also Denman, 2008; Körtzinger and Wallace, 2002; Lampitt et al., 2008). Apart from the portion which is released again by remineralization, a small fraction is deposited to the ocean ground, where it can be solidified by geological processes. Due to the latter and, moreover, due to the long dynamic adjustment time scales of the large ocean currents, it is assumed that the organic carbon is prospectively “stored” in the deeper ocean layers for longer periods. Time scales of several hundred to millions of years are currently under discussion (Denman et al., 1996; Lampitt et al., 2008). However, still rather unclear are the exact amounts of organic and inorganic material which persist in the deeper ocean and, furthermore, how much of the organic carbon is finally captured in sediments on the ocean ground.
**Iron Fertilization**, one of the discussed carbon dioxide removal techniques as mentioned above, is related to these natural processes involved in the marine carbon cycle. Iron serves as a minor nutrient for photosynthesis and thus its availability limits the amount of consumed CO$_2$. The principal idea of Iron Fertilization is to enhance the activity in photosynthesis in certain parts of the oceans and hence to intensify the oceanic uptake of CO$_2$. However, the specific changes in the dynamics of the oceanic ecosystem when fertilizing with iron are still not fully understood. Thus, at least from the scientific point of view, this approach has yet to be comprehensively analyzed (Boyd et al., 2007; Denman, 2008; Fasham, 2003; Güßow et al., 2010; Lampitt et al., 2008; Oschlies et al., 2010; Rickels et al., 2011).

From the presented results about global warming, it is unequivocal that an understanding of the relevant processes in the earth’s climate system and, moreover, of its responses to human impact, is of great importance. Furthermore, projections of future dynamics within the earth’s climate are clearly indispensable, last but not least for political decisions in response to global warming.

**Climate Models and Computer Simulations**

Analyzing the earth’s climate system and predicting future dynamics is intrinsically linked to an understanding of the underlying physical principles describing the processes under consideration.

Here, climate models can be employed in the effort to obtain a reliable representation of the past and today’s observed climate and thus to be appropriate and valid for prognostic simulations. More specifically, a climate model represents processes within the different components of the earth’s climate system, i.e., atmosphere, sea and land ice, oceans and other water masses and the different terrestrial and marine ecosystems (see, e.g., McGuffie and Henderson-Sellers, 2005; Storch et al., 1999). The processes to be modeled range from fluid dynamics (in atmosphere and oceans), thermodynamics, radiative transfer to biochemical interactions, e.g., in marine or other type of ecosystems. Moreover, the spatial and temporal scales can be quite different. On the one hand, there can be non-negligible effects on very small scales (e.g., influence of clouds in the atmosphere and turbulence in the ocean), but, on the other hand, some processes might take very long time, such as the large-scale currents in the ocean (see here and the following, McGuffie and Henderson-Sellers, 2005; Storch et al., 1999).

Often, a climate model is formulated as a coupled system of non-linear, partial differential and algebraic equations. The underlying equations are typically too complex for analytical solutions, i.e., in other words, to be solved by “hand”. Instead, one seeks
approximate solutions of the model equations by a suitable computer implementation, typically referred to as model simulation or numerical model (see, e.g., Golub and Ortega, 1995; Storch et al., 1999). In principle, to obtain the numerical model, the underlying model equations – defined continuously in time and space – have to be transferred into their discrete counterparts (discretization), since computers operate in discrete steps. As one simple example, for time dependent functions involved in the model, one introduces a temporal “mesh” on which this function is evaluated. The same is done in all incorporated spatial dimensions. Moreover, differential operators – such as those describing diffusive and advective processes in the ocean – have to be discretized. These operators include first- and second-order derivatives which have to be approximated appropriately. For the latter, typically, standard numerical discretization schemes are exploited. A simple example is the approximation of the first-order derivative of a real scalar function by the well-known finite-difference approximation (see, e.g., Bärwolf, 2007; Griffies, 2004; Golub and Ortega, 1995; Hackbusch, 2010; Marchuk, 1982).

Simulations of the earth’s climate system through computer programs can be computationally very expensive and typically require high-performance computing, especially if the system under consideration comprises processes in more than one spatial dimension and with a high temporal and spatial resolution. Due to many interactions between the different components, since many important processes are non-linear, and the human impact, the complexity of the climate system is huge. This makes the development of a sufficiently accurate but yet computationally affordable climate simulation very difficult. Clearly, the primary aim is to include as many processes as possible. However, due to limitations in knowledge and understanding of the climate system and, moreover, due to existing constraints on available computer resources, simplifications are inevitable.

Principally, two different approaches can be made to yield simplifications of the included processes and relevant interactions (see for both, e.g., McGuffie and Henderson-Sellers, 2005; Storch et al., 1999). The first one is related to the representation of the processes themselves. It might be possible to reduce the complexity of their parametrizations, i.e., their mathematical descriptions within the model. This can lead to a reduction of the accuracy of the simulated processes and the related computational effort. These parametrizations are typically based on either physical principles or are given by semi-empirical laws. A widely used example in many models is to prescribe observed averages through so-called climatological specifications. The second common approach involves the development and use of models with a lower temporal and/or spatial resolution. Typically, it is assumed that a finer resolution yields a higher accuracy of the simulation. Reducing the resolution of a model is one of rather straightforward approaches to obtain a less accurate but computationally fast simulation of the desired processes. In principle, simplifications are
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particularly reasonable for processes that might have little effect in the considered system or can be treated sufficiently accurate by simpler formulations. However, the growth in available computer resources and the accelerated progress in new computer technologies allows to exploit computationally even heavier simulations and to continuously increase the complexity of the underlying models.

Nowadays, climate simulations are indispensable and rather standard tools exploited in various application areas, from high-resolution weather forecasting, predictive simulations of global warming trends, coastal research and, last but not least, the simulation of the dynamical evolutions of marine ecosystems. The corresponding marine ecosystem models are of primary importance for understanding and simulating the oceanic uptake of carbon dioxide as well as for projections of the oceanic ecosystem’s dynamics and their responses to climate change. As an example, in Sarmiento et al. (2004), the responses of marine ecosystems to climate warming have been investigated and projections were made until the year 2050 by different climate model simulations. Moreover, assessing the risks and the potential of human interventions to global warming such as Iron Fertilization, as motivated above, provides yet another example. This assessment can be significantly supported by appropriate numerical simulations of the marine ecosystem’s response to such external impacts, as has been repeatedly investigated in the past (see, e.g., Denman, 2008; Oschlies, 2004; Oschlies et al., 2010).

Marine Ecosystem Models

Generally, marine ecosystem models are formulated as time-dependent systems of equations modeling the transport, the interactions and biogeochemistry among ocean biota. The modeled processes comprise the marine biogeochemical cycles among carbon and the major nutrients – therein the marine carbon cycle (see, e.g., Fasham, 2003; Fennel and Neumann, 2004; Sarmiento and Gruber, 2006).

The transport of the ocean biota (or “tracers”) incorporates so-called advective and diffusive transport processes, i.e., in short, the movement and the mixing of tracer concentrations. The terms describing these transport processes include differential operations, such as the derivative of the tracer concentrations with respect to space. The diffusion – as one example – is driven by the concentration gradient (i.e., the vector whose components are the derivatives with respect to the distinct spatial directions). The biochemical interaction terms involve predator-prey relations, where the nutrients, as one example, serve as food for phytoplankton. Some incorporated biogeochemical processes are described by “local” terms, since they are calculated from the tracer concentrations at one spatial point only, such as the mortality of zooplankton. Others are dependent on quantities
at distinct spatial locations, such as the light limited growth of phytoplankton which is typically dependent on the vertically integrated available light intensity. Moreover, many terms describing the biochemical interactions are non-linear. Since the sunlight serves as a major driving force in the system, many models obey annual, seasonal and/or monthly temporal variations. Furthermore, the spatial and temporal scales can be quite different. As noted before, this is due to the incorporation of effects on very small scales on the one hand and, on the other, processes on long time scales such as the transport of the tracer concentrations within the deeper ocean layers by the large-scale ocean currents.

Apart from the well-understood physical principles and governing equations for the ocean circulation, the complex and partly unknown biogeochemical cycles are challenging when formulating a comprehensive and reliable marine ecosystem model. There exists a wide range of models with varying complexity determined for example by the number of incorporated nutrients and plankton types (see, again, Fennel and Neumann, 2004; Sarmiento and Gruber, 2006). However, “(...) there is no general consensus on how complex a biogeochemical model should be in order to faithfully represent the interplay between ocean biota, ocean physics and the marine biogeochemical cycles of carbon and the major nutrients” (see here and the following, Kriest et al., 2010). Clearly, the development of suitably complex ecosystem models, reliable parametrizations therein as well as an assessment of their quality are an indispensable part of current research (see also, Evans and Garçon, 1997).

Simulation

A marine ecosystem model is typically coupled with a hydrodynamic model describing the ocean circulation including the temperature and salinity distribution acting as the main drivers (see, e.g., Gill, 1982; Griffies, 2004; McGuffie and Henderson-Sellers, 2005; Storch et al., 1999). On the one hand, the tracers are advected by the ocean circulation and their diffusion is dominated by the turbulent mixing of water masses in the ocean. Vice versa, a tracer concentration may on the other hand also effect the ocean circulation.

For a fully coupled simulation, i.e., where a coupling between the hydrodynamic and the marine ecosystem model is considered in both directions, the two systems must be simulated simultaneously. This can be computationally expensive; a single model evaluation in three space dimensions typically requires high-performance computers. Therefore, and since the influence of the ocean biota on the circulation (including temperature and salinity distribution) is assumed to be negligible (passive tracers) and thus is often omitted, the coupling is mostly regarded as a one-way coupling, so-called off-line mode/computation. See for example Mahlman and Moxim (1978) where such an off-line computation has been thoroughly described and investigated for an atmospheric model. In an off-line mode,
quantities such as velocity, temperature fields and the turbulent mixing coefficients are computed beforehand by an ocean circulation model and used as so-called forcing data for the biogeochemical simulations (i.e., the simulations of the transport and biogeochemical interactions of the ocean biota). This approach becomes clearly attractive since the amount of computation can be significantly reduced. In principle, there are two ways to make use of the precomputed ocean circulation data in an off-line computation. The data can be stored directly and afterwards used for assembling the system matrices for the differential operators describing the diffusive and advective transport in the marine ecosystem model. Another approach is the transport matrix approach, which allows to obtain a considerably more efficient off-line tracer simulation for passive tracers. Therein, the ocean model that precomputes the data is used to generate the necessary, so-called transport matrices which can be subsequently employed to compute the distribution of the biogeochemical tracers. This has been originated and investigated as so-called Transport Matrix Method by Khatiwala et al. (2005).

Subsequently, the temporal evolution of the tracer concentrations is calculated. Here – regardless which of the approaches mentioned above is used – the underlying time-dependent system of partial differential equations is typically solved exploiting some time integration scheme. A popular and rather simple technique is the Euler time-stepping scheme (see, e.g., Bärwolff, 2007; Golub and Ortega, 1995; Stoer and Bulirsch, 2002). Typically, a time integration is either performed with constantly distributed or a-priori estimated initial tracer distributions. Thus, and due to the possibly long adjustment time scales of the incorporated processes, marine ecosystem models usually have to be run at first (so-called spin-up) in order to obtain a physically meaningful simulation.

Generally, for given time-dependent but non-periodic forcing data, one may consider a simple transient run for a required time interval. However, a steady annual cycle, i.e., a periodic solution, might be desired if annual periodic forcings are considered. To “solve” for a periodic solution usually involves many repetitive model simulations in the effort to achieve periodicity of the simulated processes. This procedure corresponds to a classical fixed point iteration (Bärwolff, 2007; Stoer and Bulirsch, 2002). Each single model simulation within this iteration is performed, again, using some time integration scheme. Yet another approach to solve for a periodic solution (such as a steady annual cycle) is the so-called Newton Krylov method (Khatiwala, 2008). It is based on the classical Newton’s method and evolves from the fact that the problem to find such a periodic solution can be translated into solving for a root of a corresponding system of equations.
Model Calibration

The applicability of a marine ecosystem model for prognostic simulations crucially depends on its ability to resemble the actually observed physical and biogeochemical processes. Generally, before a simulation is reasonable, a marine ecosystem model has to be calibrated. This involves the identification of relevant parameters in order to estimate the model’s capability in representing the observed data and thus to be appropriate to simulate the processes under consideration. The parameters to be identified are typically poorly known quantities in the biogeochemical coupling terms. One reason is that the incorporated model tracers are typically composed of various species which are differently affected by changes in their environment (Fennel et al., 2001).

Another typical bottleneck is the right trade-off between a high model complexity (usually, corresponding to a large number of parameters) and a rather simplified model formulation with a few parameters only. A complex model might be not reliably constrained by the data, whereas, a simple model might not correctly represent the data (see, e.g., Kriest et al., 2010; Ward et al., 2010). This is also known as the problem of over- and underdetermination (Tarantola, 2005). Accordingly, an assessment of the quality of the different models highly depends on their validation against observed quantities. A “manual” model validation process is intrinsically tied to adjustments of the model parameters rather individually and most likely requires repetitive model simulations. However, this rather non-systematically fitting process strongly relies on the experience on the utilized model and involved processes and is a tedious process which does not guarantee optimal results, even for an ecosystem model with a few parameters only.

Therefore, straightforward automation attempts employing systematic and more sophisticated so-called optimization procedures – which might even guarantee convergence to an optimal solution – are highly desirable. The development and generalization of optimization theory and techniques comprises a large field of applied mathematics and computational science.

Optimization

Mathematical optimization (or mathematical programming) generally denotes the process of systematically finding optimal parameters (or designs) from within an allowed set such that a so-called objective function (or cost function) is maximized or minimized. The objective function typically measures a misfit between some simulated quantities and some desired specifications. These quantities are either directly given by the model response itself or are calculated from the latter. Typically, constraints on the parameters and/or on the simulated quantities are furthermore considered. The optimization task is typically
formulated as a minimization problem of the form

$$\min_{\mathbf{u}} J(\mathbf{y}(\mathbf{u})) \quad \text{s.t. constraints,}$$

(1)

where $J$ denotes the objective function, $\mathbf{u}$ the parameters subject to the optimization and $\mathbf{y}$ denotes the model response (with state variable $\mathbf{y}$) which is dependent on $\mathbf{u}$. The model state $\mathbf{y}$ is normally evaluated through a computationally possibly expensive numerical simulation and will be referred to as the high-fidelity (or fine) model in the following. The optimization (1) typically involves repetitive iterations until a user-defined termination condition is satisfied. This condition can be based on certain convergence criteria (e.g., a threshold for the step size), an assumed level of the objective function value or a specific number of iterations (particularly if the computational budget of the optimization process is limited).

Examples for optimization problems can be found in various application fields, for example within the area of economics. Here, the objective function to be maximized mostly represents the profit or turnover of a company; the parameters to be optimized are raw materials, labor, machine usage, prices, etc. (see, e.g., Schmedders, 2008). Another example evolved from the growing development and usage of computational fluid dynamics solvers in the design and analysis of various engineering systems, such as aircraft, turbo machinery, ships, and automotives (see, e.g., Braembussche, 2008; Dumas, 2008; Hicks and Henne, 1978; Leifsson and Koziel, 2010; Percival et al., 2001). Probably, their most common application in engineering design is for adjustment of designable parameters of the fluid system under consideration to make it satisfy prescribed performance requirements. This can be for example the direct adjustment of geometry shape parameters of airfoils and wings to optimize their performance in terms of maximum lift and minimum drag (Jameson, 1988).

Another approach – also known as inverse approach or parameter identification – is to define a specific target to be attained by the model simulation by identifying the relevant model parameters (Tarantola, 2005). Typically, this is the fundamental aim of calibration and validation of marine ecosystem models. Here, the objective function to be minimized is often formulated as the squared difference of the simulated and observed quantities (so-called least-squares type optimization problem). Typically, some weighting factors for the distinct quantities are furthermore taken into account. To ensure a physically reasonable solution, the parameters which are subject to the optimization are usually constrained by simple upper and lower parameter bounds. Moreover, additional constraints on the model state variables might be given. The “optimal” parameters are those which yield a minimal misfit between the simulated model data and the measurements. Parameter identification so far has been widely implemented in meteorological and ocean circulation
Some practical problems, mostly in business and economics and for some engineering applications, fall into the area of *linear* optimization, i.e., where both the objective function and the constraints are linear. Linear optimization is a specific type of *convex* minimization which means that each “local” minimum of the objective function is automatically equal to the “global” optimal solution of the considered problem. The exact solution and analysis of linear optimization problems is rather straightforward – exploiting well known linear programming solutions – and has been thoroughly investigated in the past. Popular methods include the *Simplex algorithm*, developed by Georg B. Dantzig in 1947, as well as various, typically more efficient, *Interior point methods* which have been invented by John von Neumann and further advanced by the work of Narendra Karmarkar in the year 1984 (Luenberger, 2008; Nocedal and Wright, 2000). These two main algorithms are still subject to current research. Nowadays, many linear problems with hundreds to thousands of variables and inequalities can be optimally solved within comparably short times.

However, more complicated is the case of *non-linear* optimization where the objective function and/or the constraints are non-linear. Typically, for non-linear optimization problems, many different local minima exist, whereas the global solution might be hard to detect. As an example, parameter identification problems employing marine ecosystem model are typically non-linear (due to the biogeochemical interactions) and non-convex.

Generally, one can distinguish between so-called *descent (or downhill)* optimization algorithms which seek a local solution of an optimization problem, also known as *local methods* (see, e.g., Luenberger, 2008; Nocedal and Wright, 2000) and so-called *meta-heuristics* that are usually exploited in the effort of finding the global optimal solution of a given problem (global methods). Meta-heuristics methods are typically based on experienced data and some certain systematics and can usually search very large parameter spaces (see here and the following, Koziel and Yang, 2011; Glover and Kochenberger, 2003; Talbi, 2009; Weicker, 2007). Many meta-heuristics implement some form of stochastic optimization. However, seeking the global solution is much more challenging. Practically, there exist no method that can ensure convergence to the global minimum of a (non-convex) optimization problem. This is in contrast to local descent methods as will be further addressed below.

Descent methods are seeking a (local) optimal solution by exploiting gradient information – or suitable approximations – of the objective function. One example and very popular descent method for the local solution of non-linear optimization problems is the so-called *Method of Steepest Descent* which exploits a “direction” proportional to the negative gradient of the objective, thus uses first-order derivative information only (see
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here and the following, Kelley, 2003; Luenberger, 2008; Nocedal and Wright, 2000). Moreover, in optimization, seeking a minimum or maximum of an objective function can be translated into finding a root of its first-order derivative. Accordingly, Newton’s method, which is thus based on both first- and second-order derivatives, can be exploited. These two basic approaches are fast but leak of robustness which in this context means that the convergence to a local minimum of the objective requires that the starting point lies “sufficiently” close to the optimum. Convergence independent of the starting point is not guaranteed. This is also known as global convergence. Obviously, the term “global” in this context must not be mistaken with the capability of the algorithm to find the global optimal solution but characterizes the independence of the local convergences of the initially chosen starting point (see again, Luenberger, 2008; Nocedal and Wright, 2000).

The key idea of globally convergent optimization algorithms is to ensure a continually descent in the objective. The first popular strategy for ensuring global convergence is to exploit a line search, where the algorithm searches along a single dimension (“line”). Another increasingly popular methods are so-called trust-region approaches (see here and the following, e.g., Conn et al., 2000; Koziel and Yang, 2011; Luenberger, 2008; Nocedal and Wright, 2000). Here, in principle, a truncated Taylor expansion (often, in a quadratic form) is exploited and a local solution in the ball around the current parameter/design with a given model-trust radius is computed. Common to both approaches is that, in case no or not sufficient descent in the objective is found, the search range, i.e., the line or the ball, is subsequently decreased according to some given strategy until a “successful” iterate is attained. Both strategies are widely used in modern methods of non-linear optimization.

For many optimization problems, the objective’s gradient (or approximations of it) are computationally expensive or even infeasible, particularly if many model parameters are involved. Gradient-free descent methods address this issue, where, by local evaluations of the objective function and suitable techniques, a descent direction is approximated. On the one hand, such methods have comparably slow convergence when compared to gradient-based ones, but, on the other hand, are rather easy to implement and computationally cheap. Moreover, these methods might be sufficient if only a rather inaccurate solution for a given optimization problem is desired. Popular and commonly used gradient-free methods are the Nelder-Mead Method, also known as Downhill Simplex Method (Kelley, 1999), as well as so-called Pattern-Search algorithms (see, e.g., Koziel, 2010a; Koziel and Yang, 2011).

Besides these convergent iterative descent methods, most conventional global algorithms do not use any gradient information nor any other techniques to obtain a direction of descent in the objective. They are based upon heuristics strategies which can be either deterministic or stochastic. A common element in global methods is the
repetitive search for local optimal solutions according to some given systematics. Among the global optimization algorithms, widely utilized stochastic meta-heuristic optimization approaches are so-called *Evolutionary Algorithms*, with *Genetic Algorithms* as the most popular type (see here and the following Koziel and Yang, 2011; Glover and Kochenberger, 2003; Talbi, 2009; Wecker, 2007). An Evolutionary Algorithm is based on principles from biological evolution, more specifically, reproduction, mutation, recombination and selection. As an example, evolutionary approaches have been widely used for the calibration of marine ecosystem models (see, e.g., Rückelt et al., 2010; Schartau, 2001; Schartau and Oschlies, 2003; Ward, 2009; Ward et al., 2010). Another meta-heuristic algorithm which is based upon probabilistic variables that are characterized by means and variances is the so-called *Simulated Annealing* which is also very popular in this application area (Armstrong et al., 1995; Hurtt and Armstrong, 1999; Matear, 1995). Typically, a global optimizer is computationally expensive and much slower than advanced local optimizers. Clearly, convergence to the global optimum of the given problem can't be guaranteed. Often, a more efficient global optimizer can be constructed by starting suitable and efficient local optimization algorithms from different (e.g., random) starting points. As an example, a mixed evolutionary and deterministic gradient-based approach has been proposed for a one-dimensional nitrogen-budget marine ecosystem model by Rückelt et al. (2010), employing a so-called *Quantum Evolutionary Algorithms* with a line search strategy and an efficient local optimization method.

Another approach in mathematical optimization is the so-called *Lagrange multiplier method* which provides yet another strategy to obtain an optimal solution of a constrained optimization problem (see, e.g., Nocedal and Wright, 2000). Therein, the so-called *adjoint* of the model – which runs backward in time – directly provides the gradient of the cost function with respect to the parameters subject to optimization. This *adjoint sensitivity* information can subsequently be exploited in some gradient-based algorithm. However, the most challenging aspect of this method is the development of the adjoint model formulation. The adjoint approach has become very popular in meteorology and oceanography and has been widely used in the context of parameter identification for marine ecosystem models (see with further references, Schartau et al., 2001; Ward, 2009; Ward et al., 2010; Lawson et al., 1996; Spitz et al., 1998).

Generally, solving non-linear optimization problems where computation of the objective function involves time consuming computer simulations may be quite challenging. One of the fundamental bottlenecks is that most of conventional optimization algorithms, whether gradient-based or some meta-heuristics, typically require a large number of objective function evaluations. This can result in prohibitively high computational costs, particularly if already a single model evaluation involves time-consuming computer simu-
Figure 1: In a direct optimization (a), the complex high-fidelity or fine model under consideration is directly used in an optimization loop using conventional optimization approaches. In a surrogate-based approach (b), a computationally cheaper representation is exploited in lieu of the fine model in iteration $k$. In the figures, $u_k$ denotes the parameter/design vector at iteration $k$.\footnote{Source: cf. Koziel and Yang (2011), p. 196–198.}
model initially in the effort to seek a model state already close to the desired periodic solution. This model state can subsequently be utilized as initial condition for the high-resolution model simulation, respectively (see again, with further references, Khatiwala et al., 2005). Yet another, rather straightforward strategy to obtain a computationally cheaper low-fidelity (or coarse) model, is to exploit a coarser temporal and/or spatial resolution of the model under consideration (while, typically, using the same simulation tool as for the fine model).

Generally, such approaches pursue the primary objective to reduce the computational expense of a single model evaluation. However, computationally cheaper coarse models – e.g., obtained by a coarser discretization – are usually not sufficiently accurate to directly exploit them in a classical optimization loop in lieu of the original fine model. The optimal solution obtained by coarse model optimization might provide a rather inaccurate approximation of the (typically local) fine model optimum only. Most likely, a subsequent and usually expensive fine model optimization is required to locate the fine model optimum more precisely. Therefore, although a coarse model is used initially, the overall optimization costs can be still comparably high. Thus, clearly desirable is the investigation of computationally efficient optimization methods that would allow to exploit a computationally cheap but inaccurate coarse model in an optimization in an efficient way to obtain a sufficiently accurate solution. This serves as the fundamental motivation for the studies presented in this work.

**Surrogate-Based Optimization**

Computationally efficient optimization of expensive simulation models can be realized using surrogate-based optimization, a widely and very successfully used methodology in engineering sciences (see, e.g., Bandler et al., 2004; Forrester and Keane, 2009; Koziel and Yang, 2011; Leifsson and Koziel, 2010; Queipo et al., 2005). Surrogate-based optimization shifts the computational burden from the accurate and expensive fine model to its fast and yet reasonably accurate surrogate. As the surrogate models are typically computationally much cheaper than the fine ones and only a few iterations are usually required, the cost of the optimization process could be greatly reduced.

More specifically, the idea of surrogate-based optimization is to replace the fine model in the optimization process by its surrogate in the sense of providing predictions of the fine model optimum (cf. Figure 1b). In particular, the surrogate at the iterate $u_k$, in the following denoted by $s_k(u)$, is constructed typically using available fine model data from the current and possibly also from previous iterates, $u_k$ and $(u_i)_{i=0,...,k-1}$. The next iterate $u_{k+1}$ in a surrogate-based scheme is usually obtained by optimizing the surrogate
\[ s_k, \text{i.e.,} \]
\[ u_{k+1} = \arg\min_u J\left(s_k(u)\right) \quad \text{s.t. constraints,} \]
\[ k = 1, 2, \ldots \]  \hspace{1cm} (2)

where \( J \) denotes the cost function, typically the same as in (1). The process (2) of updating the surrogate and subsequent optimization is usually \emph{iterated} until a user-defined termination condition is satisfied. As for the fine model optimization, this condition can be based on certain convergence criteria (e.g., a threshold for the step size), an assumed level of the objective function value or a specific number of iterations (particularly if the computational budget of the optimization process is limited). A well-performing surrogate-based algorithm is capable of yielding a reasonably accurate solution at a low computational cost, typically corresponding to a few evaluations of the fine model only.

**Function-Approximation Surrogates**

One possibility to create a surrogate is by approximating sampled fine model data using suitable techniques, e.g., \textit{Polynomial Regression} (Queipo et al., 2005), \textit{Kriging} (Simpson et al., 2001) or \textit{Support-Vector Regression} (Smola and Schölkopf, 2004). These so-called \textit{function-approximation surrogates} (or \textit{functional surrogates}) are constructed without any particular knowledge of the system and are thus rather easily transferable to other application areas. Since these surrogates are based on sampled data only, they do not inherit any physical characteristics of the original fine model and normally require a substantial amount of fine model data samples to ensure a sufficiently accurate approximation. Thus, their use to ad-hoc optimization may be questionable.

**Physics-Based Surrogates**

Another possibility, explored in this work, is to construct the surrogate from a \textit{physics-based} coarse model, a usually computationally much cheaper but – on the other hand – less accurate representation of the fine model. These type of models are referred to as \textit{physics-based surrogates}. Since the accuracy of the coarse model is typically not sufficient to directly replace the fine model in an optimization loop, it is then necessary to use suitable alignment/correction techniques to reduce the misalignment between the coarse and fine model responses and to ensure that the corrected coarse model (the surrogate) provides a reliable prediction of the fine model optimum.

There exist several methods to construct the surrogate from a physics-based coarse model. \textit{Space Mapping}, as one of the probably most recognized surrogate-based optimization techniques exploiting physics-based coarse models, has been initially introduced by
Bandler et al. (1994) in the context of circuit optimization as a fundamental new theory. The concept therein is a *mapping* relating the fine and coarse model parameters that is exploited to correct a physics-based coarse model. This mapping involves a so-called *parameter extraction* process which typically requires a non-linear optimization process itself. The bulk of the computational effort is involved in the parameter extraction which is carried out in the coarse model space. For a well-performing algorithm, a rapidly improved design can typically be achieved following each evaluation of the fine model (Bandler et al., 2004). Many different formulations for the parameter extraction and yet other more advanced Space Mapping methodologies have been proposed (see again, with further references Bandler et al., 2004). Apart from Space Mapping, other algorithms in the context of surrogate-based optimization originated. They include various *Response Correction* techniques (Søndergaard, 2003), *Manifold Mapping* (Echeverria and Hemker, 2008), and *Shape-Preserving Response Prediction* (Koziel, 2010b; Leifsson and Koziel, 2010). The selection of the underlying coarse model and an appropriate response correction technique is usually problem-specific.

The coarse model can be created in various ways. The simple and straightforward approaches include the use of a *coarser discretization* in time and/or space or by a *relaxed convergence* criterion used in the solution of the model state. Typically, for both approaches, the same simulation tool as for the fine model can be employed. Moreover, *simplified physics* or different ways of describing the same physical phenomenon or even *analytical formulas*, if available, can be used. However, the development of such simplifications most likely requires greater knowledge about the physical system under consideration.

Physics-based surrogates inherit relevant physical characteristics of the original fine model so that only a few fine model data is necessary to ensure a sufficient accuracy. Also, the generalization capability of the physics-based surrogates, i.e., the quality of their approximations of the fine model in the current iterate and in some vicinity, is typically much better than for functional ones. As a result, surrogate-based schemes exploiting physics-based surrogates normally require a small number of fine model evaluations to yield a satisfactory solution. However, the reuse of physics-based surrogates across different problems is typically less straightforward compared to functional ones. Key prerequisites to ensure a good performance of a surrogate-based optimization algorithm employing physics-based surrogates, both in terms of low computational complexity and the quality of the final solution, are a cheap and yet reasonably accurate coarse model as well as a properly selected and “low-cost” alignment procedure (i.e., using a limited number of fine model evaluations per iteration, preferably just one).
Consistency Conditions and Convergence

For a well-performing SBO algorithm, the optimization of the surrogate in one iteration will lead to new parameters ensuring a closer agreement of the desired quantities with the given specifications. If the optimization problem is formulated as minimization, this corresponds to a decrease in the objective function value. More precisely, the surrogate-based scheme (2) is provably convergent to at least a local optimum of the original fine model optimization problem (1), provided that the surrogate \( s_k \) satisfies so-called zero- and first-order consistency conditions with the original fine model response \( y \) at the current iteration point \( u_k \) (i.e., agreement between function values and the first-order derivative). This can be mathematically written as

\[
\begin{align*}
    s_k(u_k) &= y(u_k), \\
    s_k'(u_k) &= y'(u_k).
\end{align*}
\] (3)

Furthermore required for convergence is that the surrogate-based algorithm (2) is embedded in the trust-region approach as well as that mild conditions regarding the coarse and fine model smoothness are ensured (Conn et al., 2000; Koziel et al., 2010). To briefly recall, employing a trust region means restricting the parameters \( u \) in the optimization loop (2) to some model-trust radius. This radius is updated after each iteration, i.e., decreased if a reduction in the objective function value cannot be achieved or is not sufficient, and increased otherwise. Typically, standard updating rules can be employed (see again, Conn et al., 2000; Koziel et al., 2010).

In (3), \( y' \) and \( s'_k \) denote the derivatives of the fine model and surrogate’s response with respect to the parameter vector \( u \) and at the point \( u_k \), i.e., generally given as

\[
y'(u_k) := \frac{dy}{du}
\bigg|_{u=u_k}.
\] (4)

However, in practice, exact sensitivity information may not be obtainable, e.g., if the derivatives are calculated using finite differentiation. In such cases, the first-order consistency condition in (3) only holds approximately. While this may not be sufficient for “theoretical” convergence, the use of the trust-region approach and even approximate sensitivity can substantially improve the algorithm performance (see, e.g., Koziel et al., 2010).
STUDY DESIGN AND RESULTS

This work comprises the investigation and application of surrogate-based optimization methodologies employing physics-based coarse models. Seeking a computationally efficient calibration of marine ecosystem models serves as the fundamental aim.

Overview

As a first case study, I consider a rather simple but nevertheless widely used nitrogen-budget ecosystem model simulating the dynamical evolutions of four tracers, dissolved inorganic nitrogen, phytoplankton, zooplankton, and dead material (detritus). The therefore termed NPZD model – developed by Oschlies and Garçon (1999) – simulates the tracer concentrations in one water column at a given horizontal position. This is motivated by the fact that there have been special time series studies, more specifically the Bermuda Atlantic Time-Series Study (BATS), located at 31°N, 64°W (see, e.g., Schartau and Oschlies, 2003). Furthermore, a constant vertical sinking velocity of detritus is incorporated in the model. The NPZD model is coupled with a high-resolution ocean circulation model (Modular Ocean Model, version 1.1) which originates from the Geophysical Fluid Dynamics Laboratory (Pacanowski et al., 1991). For the numerical solution of the underlying time-dependent transport-reaction equations, a standard Euler time-stepping scheme and time-dependent (but, non-periodic) forcing data are exploited (see, e.g., Bärwolff, 2007; Stoer and Bulirsch, 2002). Exhaustive optimization runs by using both local, gradient-based and global, genetic algorithms have been previously performed for the considered NPZD model (see, e.g., Schartau and Oschlies, 2003; Rückelt et al., 2010; Schartau, 2001).

NPZD models are widely used in various spatial resolutions from vertically integrated...
and one-dimensional models to coupled hydrodynamical three-dimensional versions (see, with further references, Fennel et al., 2001). Clearly, the computational effort of a one-dimensional simulation is significantly smaller than of three-dimensional high-resolution models. However, the complexity of the response of the selected NPZD model is comparably high. Moreover, biochemistry mainly happens locally in space. Thus, this model serves as a suitable test example, before investigating computationally more expensive three-dimensional models (compare with, e.g., Oschlies and Garçon, 1999).

As one possible basis to create a surrogate, I exploit a coarser temporal mesh discretization of the 1D NPZD model. This is one of rather straightforward ways to introduce a physics-based coarse model for such time-dependent systems. Moreover, compared to other strategies such as replacing the specific model equations by simplified descriptions, this approach has the key advantage to be more versatile and thus probably suitable for yet other transient marine ecosystem models. Accordingly, the NPZD model with the originally employed time discretization serves as the fine model here.

As a second case study, I focus on a three-dimensional coupled hydrodynamic marine ecosystem model. More specifically, I choose an N-DOP model, simulating the transport and biogeochemical cycles among nitrogen and dissolved organic phosphorus (see, e.g., Kriest et al., 2010). The model is coupled with a general ocean circulation model in an off-line mode. The transport of the biogeochemical tracers is provided through transport matrices as briefly explained in the introduction (Khatiwala et al., 2005). For the N-DOP model, a steady annual cycle – here, using a classical fixed point iteration – is simulated. The model simulation is implemented as part of the simulation package of Metos3D (Marine Ecosystem Toolkit for Simulation and Optimization in 3-D), developed by Piwonski and Slawig (2011). The choice of this specific model has been motivated by the fact that it is a rather simple representative of the class of global marine ecosystem models. Moreover, the N-DOP model serves as a suitable basis for models with a yet higher complexity of the biogeochemical coupling (see again, Kriest et al., 2010). Thus, this model provides a suitable first test case here. For the N-DOP model, I investigate yet another approach to obtain a physics-based coarse model. I exploit a truncated spin-up, which is realized by simply cutting down the number of fixed point iterations, or, equivalently, by weakening the corresponding termination condition. For this model, I accordingly treat the model solution which is converged up to a pre-defined and sufficient accuracy as the reference fine model.

For the selected marine ecosystem models, I will principally investigate two correction approaches – Aggressive Space Mapping and Multiplicative Response Correction – in the effort to reduce the misalignment between the chosen coarse and the corresponding fine models. It will be shown that the corrected coarse models, i.e., the physics-based
surrogates, provide reliable approximations of the corresponding fine models. Subsequently, their application in a surrogate-based scheme as in (2) will be investigated (cf. Figure 1b). Moreover, I will assess the applicability of the corresponding coarse models as direct replacement of the fine models in the optimization (cf. Figure 1a). The quality of the solution obtained by surrogate-based optimization as well as the algorithms’ performance in terms of the computational costs will be compared to what can be achieved by direct coarse and fine model optimization (in case the latter is computationally affordable).

The focus of this work clearly is demonstrating the applicability of the proposed methodologies to the parameter optimization of the considered models and not the actual interpretation of the obtained results in the biogeochemical context. Principally, it will be investigated, whether the presented surrogate-based optimization methodologies allow to yield a reasonable solution at low optimization costs.

**Aggressive Space Mapping**

In the first part, I focus on one of the original Space Mapping approaches – Aggressive Space Mapping (see, e.g., Bandler et al., 2004) in Paper 1 (Appendix A.1). I investigate the applicability of this approach to achieve a computationally efficient parameter optimization of the 1-D NPZD model. The Aggressive Space Mapping algorithm evolves from the original formulation of Space Mapping (Bandler et al., 1994, 2004). Therein, some parameter mapping, \( p : u \rightarrow \hat{u} \), from the fine to the coarse model parameters (\( u \) and \( \hat{u} \), respectively) is proposed as

\[
p(u) = \hat{u}, 
\]

such that the mapped coarse model – the surrogate – provides an approximation of the fine model \( y \), i.e.,

\[
y(u) \approx \hat{y}(p(u)) 
\]

in a region of interest, with \( \hat{y} \) denoting the coarse model response. The idea of the original Space Mapping approach is to first solve for a coarse model optimum \( \hat{u}^* \) and to subsequently seek a solution \( \bar{u} \) of the following non-linear system of equations

\[
p(\bar{u}) = \hat{u}^*. 
\]

Since the mapping \( p \) is defined such that the similarity (6) holds, solving the above equation (7) is equivalent to solving for

\[
y(\bar{u}) \approx \hat{y}(\hat{u}^*). 
\]
This can be realized by, e.g., minimizing the difference in a least-squares type objective. Thus, the solution \( \bar{u} \) of (7) is close to the fine model optimum \( u^* \), provided that the fine and the coarse model responses are close to each other at their respective optima, i.e.,

\[
y(u^*) \approx \hat{y}(\bar{u}^*).
\] (9)

In this case, the mapping \( p \) satisfies

\[
p(u^*) \approx \hat{u}^*.
\]

which is sometimes referred to as perfect mapping (see, e.g., Echeverría and Hemker, 2005).

The connection of this original Space Mapping approach to the introduced strategy of surrogate-based optimization is as follows: The solution of (7) is equivalent to exploiting the mapped coarse model as a surrogate, i.e,

\[
s_k(u) := \hat{y}(p_k(u)),
\]

in a surrogate-based scheme as in (2), provided that the mapping is injective and the coarse model optimum \( \hat{u}^* \) is unique (see here and the following, e.g., Bandler et al., 2004; Echeverría and Hemker, 2005). Here, \( p_k(u) \) denotes some approximation of the mapping \( p \) in the point \( u_k \).

The Aggressive Space Mapping as a particular approach now solves for a solution of the non-linear system of equations given in (7), using a first-order Taylor approximation of the mapping, i.e.,

\[
p_k(u) := p(u_k) + p'(u_k)(u - u_k)
\]

and exploiting a Quasi-Newton iteration (Kosmol, 1993; Nocedal and Wright, 2000). Furthermore, a Broyden rank-one approximation is used to approximate the derivative \( p' \) of the mapping (Bandler et al., 2004; Broyden, 1965). Since the standard Quasi-Newton algorithm may suffer from local convergence, it is typically reasonable to use some globalization strategies such as a trust-region or a line-search approach. In this work, I will exploit the latter.

For the considered temporally coarser discretized NPZD model, the required similarity in (9) is clearly related to the fineness of the considered coarser temporal resolution. Roughly speaking, the coarse model has to be accurate enough, i.e., the coarse temporal resolution has to be fine enough, such that its response contains the relevant characteristics of the corresponding fine one. This is supported by the optimization results obtained for the chosen discretization which has been concretely utilized for this approach. More
specifically, when applying the Aggressive Space Mapping to the calibration of the NPZD model, I demonstrate that this approach allows to obtain a solution fairly close to the fine model optimum. A reasonable reduction in the optimization costs of about 35% can be achieved, when compared to a direct fine model optimization. The performance of this algorithm is verified using model-generated, i.e., attainable, measurement data.

**Multiplicative Response Correction**

A second approach for the coarse model alignment comprises a multiplicative response correction technique. Here, the surrogate $s_k$ in iteration $k$ of the optimization loop is generated through a *multiplicative correction* of the coarse model response $\hat{y}$, which can be briefly formulated as

$$s_k(u) := a_k \hat{y}(u).$$  \hspace{1cm} (10)$$

I define the correction term $a_k$ as the point-wise division of the fine by the coarse model response at the point $u_k$, i.e.,

$$a_k := \frac{y(u_k)}{\hat{y}(u_k)}.$$ \hspace{1cm} (11)$$

It turns out that this multiplicative approach is quite suitable for both, the coarser discretized NPZD model as well as for the coarse N-DOP model obtained from a truncated spin-up. The reason is that for both models, the overall “shape” of the coarse model responses resemble that of the fine ones and the relation between the coarse and the fine model responses is rather well preserved while moving from one parameter vector to another. In principle, multiplicative response correction is a convenient way of adjusting the model response level without distorting the responses’ relevant characteristics (such as minima and maxima) during the optimization process.

By definition, the surrogate in (10) ensures the zero-order consistency condition in (3) with the fine model response $y$ in the current iteration point $u_k$ (i.e., agreement between function values of the surrogate and the fine model). Let me recall that, formally, this is not sufficient to ensure the convergence of a surrogate-based scheme exploiting (10) to a (local) minimum of the corresponding fine model optimization problem. However, since the physics-based surrogate inherits substantial knowledge about the marine ecosystem model under consideration, its derivatives are expected to be at least similar to those of the fine model. Furthermore, because of being constructed from a physics-based coarse model, the surrogate exhibits quite good generalization capability. This means that it provides a reliable approximation of the fine model when moving from one parameter
vector to another. Thus, for physics-based surrogates, even an approximate agreement in the derivatives can be sufficient to allow for a good optimization performance.

However, if also exact first-order consistency is desired, an additive term $E_k$ including fine and coarse model sensitivity information can be subsequently employed in the surrogate’s construction as

$$s_k(u) := a_k \hat{y}(u) + E_k(u - u_k).$$

(12)

Clearly, on the one hand, employing the typically expensive fine model sensitivity information increases the computational costs for the surrogate’s construction. But, on the other hand, employing an enhanced surrogate as in (12) and embedding the surrogate-based algorithm in the trust-region approach can allow to locate the fine model optimum even more precisely, if desired. Convergence of the algorithm to a local minimum of the fine model optimization problem can be attained, typically, even if sensitivity information can only be obtained approximately. In order to assess the algorithm’s performance, the trade-offs between the solution’s accuracy and the extra computational overhead related to sensitivity calculation will have to be addressed for the specific optimization problem.

1-D NPZD Model

In a first step, a surrogate as proposed in (10) is exploited in conjunction with the initially proposed temporally coarse NPZD model in Paper 2 (Appendix A.2). Due to the larger time step employed in the numerical solution of the coarse model, its response is rather inaccurate. Also both, the fine and coarse model responses, contain numerical noise which is misleading while performing the coarse model alignment as in (10). It will been demonstrated that an adequate alignment should be based on the main characteristics of the fine model response, which can be extracted by “smoothing”. Inaccurate, rather unphysical peaks in the coarse model responses will be removed. In order to obtain a commensurable fine model response in (11), smoothing is also applied to this response.

Again, as a first test scenario, the performance of the algorithm is investigated by considering model-generated measurement data. As will be demonstrated, a zero-order consistent surrogate as in (10) is sufficient for good performance of the surrogate-based optimization. More specifically, I will demonstrate by illustrative optimization runs that a solution close to the one obtained by fine model optimization can be obtained at a few fine model evaluations only. On the other hand, coarse model optimization is cheap but its solution is rather inaccurate. Using surrogate-based optimization, the optimization costs can be further reduced down to 15% and therefore significantly decreased compared to what has been obtained by the Aggressive Space Mapping algorithm.
In an additional part, I demonstrate that by employing certain modifications of the original correction scheme as given in (11), one can further improve the surrogate’s accuracy as well as reduce the computational cost of the optimization process. The optimization costs can be further reduced down to 5% and thus the performance of the algorithm can be improved compared to the original correction scheme. This work is covered in Paper 3 (Appendix A.3)

Furthermore, the application of this surrogate-based approach to real, measurement data is outlined in Paper 4 (Appendix A.4). Experiments carried out for this problem reveal that implementation of the first-order consistency in (3) is important to ensure sufficient performance of the algorithm. Thus, the surrogate model in (10) is enhanced by using fine and coarse model sensitivity information as proposed in (12). Furthermore, the algorithm is embedded in the trust-region approach as explained before. The enhancements of the surrogate model and the optimization algorithm (i.e., the use of fine model sensitivity and the trust-region approach) are essential to calibrate the selected NPZD model against the real data. Specifically, they ensure a sufficiently accurate solution of the surrogate-based optimization while retaining the high computational savings when compared to a direct fine model optimization. The trade-offs between the solution’s accuracy and additional computational expenses due to fine model sensitivity calculations will be addressed.

3-D N-DOP Model

In the final part of my work, which is covered in Paper 5 (Appendix A.5), I employ the successful multiplicative response correction approach to parameter optimization of the selected three-dimensional coupled marine ecosystem model.

I demonstrate that the proposed response correction approach can reduce the misalignment between the coarse (here, obtained by a truncated spin-up) and fine model leading to a reliable approximation of the original, fine ecosystem model. For the considered coarse N-DOP model, smoothing seems to be not necessary which is mainly due to the fact that the discretization is not coarsened in this case. I subsequently present the results of an illustrative surrogate-based optimization run using model-generated measurement data to initially verify this approach. As for the 1-D NPZD model, I start with the computationally less expensive surrogate as proposed in (10) since this might ensure sufficient performance of the algorithm. Solutions again demonstrate that exploiting this surrogate in a surrogate-based optimization run allows to obtain a remarkably accurate solution at the cost of a few evaluations of the fine model only. Whereas a direct optimization run using the fine model in a classical optimization loop (cf. Figure 1a) would typically require several weeks on a 48-processor cluster, the computational cost using such a surrogate can be significantly reduced down to a few hours.
Numerical Stability

Another investigation, which is not an integral part of this work, is related to the numerical stability of the considered NPZD model.

Numerical stability is a property of numerical algorithms. Roughly speaking, its definition is related to the accuracy of the algorithm (see here and the following, e.g., Bärwolff, 2007; Golub and Ortega, 1995; Großmann and Roos, 2005; Marchuk, 1982; Stoer and Bulirsch, 2002). Typically, in numerical mathematics, an algorithm is denoted as numerically stable, if it is insensitive with respect to small perturbations/errors. These approximation errors can be round-off or truncation errors due to the internal representation of numeric values in digital computers (computer number format). Dependent on the specific numerical method, these errors might be magnified, which causes the error to grow and hence the numerical solution to be invalid.

For marine ecosystem models, the chosen spatial and/or temporal mesh discretization of the model and, in the case of a transient simulation, also the formulation of the underlying time integration schemes, strongly determine the numerical stability of the model simulation. Numerical noise in the model responses is misleading during the optimization process. It can slow down the algorithm’s convergence and make the optimum more difficult to locate. Thus, numerical stability of a temporally coarser discretized marine ecosystem model becomes crucial to ensure a physically reasonable model response and a well performing optimization process when exploiting the coarse model for the model calibration, no matter whether “purely” or as corrected/aligned surrogate. This, for example, was taken into account for the considered NPZD model in this work.

It has been investigated that only the numerical method used for the vertical advective transport (here, an explicit Euler time-stepping scheme) seems to be actually critical in terms of instabilities in the NPZD model response. This has been primarily concluded from visual inspections of the coarse model responses and from various numerical experiments. The reason is that the utilized implicit scheme for the diffusive processes does not cause numerical instabilities. Furthermore, the biogeochemical coupling does not seem to measurably affect the numerical stability. More specifically, a rather standard stability condition for time-dependent “advection-type” transport models (see, e.g., Großmann and Roos, 2005, p. 48) can ensure a numerically stable model response and, most importantly, a reasonable optimization performance. This condition in principle incorporates a certain relation between the spatial and temporal discretization as well as the vertical velocity. These results were taken into account in all subsequent investigations and optimization runs where a temporally coarser discretization of the NPZD model has been considered to create a suitable coarse model.

In terms of yielding a rather flexible model, the independence of the numerical stability
of quantities in the numerical model such as the mesh discretization is clearly desirable. Most importantly in the context of surrogate-based optimization, this would allow to exploit an even coarser temporal resolution to create a physically yet reasonable coarse model. As a consequence, the computational expense of a corresponding coarse model evaluation and, accordingly, of surrogate-based optimization runs exploiting these models, could be further significantly decreased. In order to address this issue, I furthermore investigated a modification of the originally exploited explicit time integration approach for the vertical advection by exploiting an implicit Euler scheme instead. It turned out that this enhancement allows to obtain a numerically stable solution without restrictions to the mesh discretization and the vertical velocity. Again, this was obtained from numerical experiments.

Clearly, a more thorough investigation as well as a more profound mathematical analysis of the numerical stability of the original and improved time integration schemes will be useful to substantiate those results. This will be particularly important in order to demonstrate the full capabilities of the proposed physics-based surrogates where the underlying coarse models are obtained from a temporally and/or spatially coarser discretization. Considerable initial steps in this direction have already been done, in terms of numerical experiments as noted above as well as in terms of a mathematical investigation. Continuing work in the effort to obtain a more complete analysis will be highly valuable.
OUTLOOK

The proposed methodologies in the framework of surrogate-based optimization using physics-based surrogate models, particularly the multiplicative response correction approach, turned out to have great potential for a computationally efficient calibration of marine ecosystem models.

Regarding the optimization of the considered three-dimensional coupled marine ecosystem model, enhancement of the present approach by coarse/fine model sensitivity would probably allow to locate the fine model optimum even more accurately, if desired. Employing those improvements, an investigation of the trade-offs between the solution accuracy and the extra computational overhead related to sensitivity calculation will be useful. Also, considering other ways of reducing the evaluation cost of the coarse model such as coarsening the temporal and/or spatial discretization – possibly also in combination with a truncated spin-up – will be of great interest. Such approaches may further improve the cost savings while still ensuring a sufficiently accurate solution. Moreover, the application to real measurement data will be necessary to demonstrate the full capabilities of the multiplicative response correction for the calibration of the considered coarse N-DOP model.

Furthermore, I expect different modifications of the current implementation of the Aggressive Space Mapping algorithm to bring further enhancement of the optimization performance and corresponding cost savings. One of possible improvements could include smoothing of the rather inaccurate coarse model responses as it was later done for the proposed multiplicative response correction approach. Also, exploiting the Trust-Region Aggressive Space Mapping might be suitable, where the algorithm is embedded in a trust-region approach (see here and the following, e.g., Bandler et al., 2004). A more accurate approximation of the jacobian of the mapping by utilizing coarse and fine model sensi-
tivity information might further improve the algorithms’ performance. Since parameter extraction is a crucial part of the Aggressive Space Mapping approach, non-uniqueness of its solution can be problematic. Amongst other strategies, *multipoint parameter extraction* and for example *penalty parameter extraction* have been suggested to address this issue (see again, with further references, Bandler et al., 2004). Moreover, the investigation of yet other, more advanced Space Mapping approaches might have great potential.

Possible enhancements by other strategies in the effort to further decrease the overall computational costs will be valuable. These could include the re-use of the computationally expensive fine model sensitivity information (if used) within subsequent iterations. This might be sufficient to allow for a convergent algorithm and accurate solution. Also, employing a simple first-order Taylor approximation of the fine model to create yet another surrogate in the final stage of the algorithm, i.e., in a region close to the fine model optimum, might further decrease the computational complexity of the optimization process. Also, it could allow to locate the fine model optimum even more precisely. Here, initial numerical experiments and optimization runs have already been performed including some of the above enhancements.

As noted, an implicit time-stepping scheme for the integration of the vertical advection processes in the transient 1D NPZD model, can be highly valuable. This would allow to exploit an even coarser temporal resolution to create a physically yet reasonable coarse model. As a direct consequence, the computational expenses of a surrogate-based algorithm exploiting such coarser discretized models could be further reduced compared to the results presented in this work.

Moreover, other ways to construct a physics-based coarse model, such as replacing the model equations by simplified or even analytical formulations of the relevant processes, can be promising. Clearly, such approaches will require substantially more knowledge about the marine ecosystem model and the incorporated processes and thus a larger effort in the coarse model construction initially. However, the computational costs for such coarse models can be much lower compared to those obtained by a coarser mesh discretization, for example. Thus, in conjunction with suitable correction techniques, exploiting such models in a surrogate-based optimization framework might be very promising in terms of a significant speedup of the optimization process.

Last but not least, the application of the proposed methodologies to different marine ecosystem models for exhaustive model-data comparison studies will be useful to demonstrate the full capabilities of the introduced approaches. Particularly, for the so far hardly manageable optimization of coupled marine ecosystem models at a sufficiently high resolution, the proposed approaches might provide first parts of a highly attractive toolkit for a computationally efficient optimization.
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1 Introduction

Understanding the oceanic CO₂ uptake is of central importance for projections of climate change and oceanic ecosystems. Simulating ocean circulation and biogeochemistry has become a key tool for understanding the ocean carbon cycle and its variability (Sarmiento and Gruber, 2006). The underlying models are governed by coupled systems of parabolic partial differential equations for ocean circulation (ocean models) and transport of biogeochemical state variables or so-called tracers (marine ecosystem models) (Fennel and Neumann, 2004; Sarmiento and Gruber, 2006). The coupling relations between the tracers are more or less empirical, i.e., it is not very clear how the coupling terms look like mathematically, and, moreover, how many tracers have to be taken into account. In ecosystem models many parameters are used which are chosen such that given measurement data are matched, and that the model output remains feasible, i.e., non-negative.

For this purpose, the aim is to minimise a least-squares type cost functional, measuring this misfit (cf., Figure 1), and optionally constrained by inequalities for the parameters and/or state variables (Tarantola, 2005). The optimisation variables are unknown physical/biological parameters in the non-linear coupling terms in the tracer transport equations. This optimisation process requires a lot of – typically expensive – function and optionally sensitivity or gradient evaluations. If the latter are computed by finite difference approximations, the critical quantity regarding the computational cost of optimisation is the one needed for one function evaluation, which is basically one model run. Hence a big issue in order to reduce the overall optimisation cost is to decrease the effort for the function evaluations. This in particular becomes significant for computationally expensive three-dimensional coupled models.

Figure 1 Model output $y$ and target data $y_d$ for the state detritus for one year at depth $z \approx -25$ m

One approach to pursue this aim is to replace the original model in focus (also called high-fidelity or fine model) by a computationally cheaper so-called surrogate (Bandler et al., 2004a; Forrester and Keane, 2009; Queipo et al., 2005). To create this surrogate, either approximations of sampled fine model data can be used or a low-fidelity or coarse model, which is usually less accurate, is introduced and iteratively corrected by suitable methods. For this correction or alignment, only a few evaluations of the fine model and possibly also its derivatives are necessary. Apart from this alignment, the whole optimisation process is performed in the surrogate’s model space which could dramatically reduce the overall cost. Surrogate-based optimisation is widely and very successfully used in engineering sciences (Bandler et al., 2004b; Forrester and
Keane, 2009; Queipo et al., 2005). The application on parameter optimisation in climate models (e.g., a marine ecosystem model as used here) is rather new.

In this paper, we focus on the so-called aggressive space mapping (ASM) technique (Bandler et al., 1994, 1995, 2004a). A coarse model, which is based on the same physics as the fine model, is corrected by a parameter mapping, introduced by Bandler et al. (1994), to yield a surrogate. In particular, the ASM algorithm solves a non-linear system of equations which is conditionally equivalent to directly use this type of surrogate in the optimisation run as described above. In this work we analyse the application of the ASM approach to parameter optimisation of a one-dimensional ecosystem model (Oschlies and Garcon, 1999).

The structure of the paper is as follows: the ecosystem model is introduced in Section 2. In Section 3, we describe the corresponding optimisation problem. The basic idea of surrogate-based optimisation is recalled in Section 4. We use a coarsening in the temporal mesh to create the basis of our surrogate, the coarse model, which we briefly present in Section 5. The surrogate obtained from this coarse model through a certain parameter mapping is described in Section 6. The basic idea of the ASM algorithm and the equivalence to using this surrogate in the optimisation run is recalled in Section 7. Also the globalised Quasi-Newton procedure (Kosmol, 1993) we use to compute the ASM solution is presented. We verify this approach by using synthetic target data and by comparing the solutions with those obtained from direct fine model optimisation. Corresponding results are given in Section 8. Section 9 concludes the paper.

2 Model description

A one-dimensional marine ecosystem model that simulates the interaction of dissolved inorganic nitrogen, phytoplankton, zooplankton and detritus (thus also called NPZD model) was developed by Oschlies and Garcon (1999), with the aim of simultaneously reproducing observations at three North Atlantic locations by optimisation of free parameters within credible limits. The model uses the ocean circulation and temperature field in an off-line modus, i.e., no feedback on them is modelled. The model simulates one water column at a given horizontal position which is motivated by the fact that there have been special time series studies at fixed locations.

Marine ecosystem models are coupled PDE systems consisting of time-dependent advection-diffusion-reaction equations with non-linear coupling terms. The velocity and temperature and sometimes also salinity data are either computed simultaneously or in advance by an ocean model. Clearly, the second variant, that is used in this paper, is computationally cheaper but neglects the feedback effects from the biogeochemistry to the ocean circulation and temperature distribution, etc.

In the model used here, the concentrations (in mmol N m$^{-3}$) of dissolved inorganic nitrogen, phytoplankton, zooplankton, and detritus are summarised in the vector $y := (y^{(l)})_{l=N,P,Z,D}$ and described by the following coupled PDE system

$$
\begin{align*}
\frac{\partial y^{(N)}}{\partial t} &= \frac{\partial}{\partial z} \left( K_p \frac{\partial y^{(N)}}{\partial z} \right) + Q^{(N)}(y, u), \\
\frac{\partial y^{(P)}}{\partial t} &= \frac{\partial}{\partial z} \left( K_p \frac{\partial y^{(P)}}{\partial z} \right) + Q^{(P)}(y, u) - \frac{\partial y^{(D)}}{\partial z} u_{12}, \\
\frac{\partial y^{(D)}}{\partial t} &= \frac{\partial}{\partial z} \left( K_p \frac{\partial y^{(D)}}{\partial z} \right) + Q^{(D)}(y, u) - \frac{\partial y^{(D)}}{\partial z} u_{12},
\end{align*}
$$

in $(-H, 0) \times (0, t_e)$
with additional appropriate initial values. Here \( z \) denotes the vertical spatial coordinate, \( H \) the depth of the water column, and \( t_e \) the total integration time. The sinking term with sinking velocity \( u_{12} \) is only apparent in the equation for detritus. In the one-dimensional model no advection term is used, since a reduction to vertical advection only would make no sense.

The \( Q^{(i)} \) are the biogeochemical (or source-minus-sink) terms for the four tracers. For simplicity, their dependence on space, time and given temperature data is omitted in the notation. To give an impression of the non-linearities and the meaning of the model parameters that are summarised in the vector \( u = \{ u_1, \ldots, u_n \} \) – with \( n = 12 \) in this model – and that are subject to optimisation, we briefly present the coupling terms [more details can be found in Oschlies and Garcon (1999)]:

\[
\begin{align*}
Q^{(N)}(y) &= -\min \left( \mu(y^{(P)}), u_2 c^T \frac{y^{(N)}}{u_{11} + y^{(N)}} \right) y^{(P)} + u_4 y^{(Z)} + u_{10} y^{(D)}, \\
Q^{(P)}(y) &= \min \left( \mu(y^{(P)}), u_2 c^T \frac{y^{(N)}}{u_{11} + y^{(N)}} \right) y^{(P)} - u_8 y^{(P)} - \frac{u_6 u_7 y^{(P)^2}}{u_7 + u_6 y^{(P)^2}} y^{(Z)}, \\
Q^{(Z)}(y) &= u_1 \frac{u_6 u_7 y^{(P)^2}}{u_7 + u_6 y^{(P)^2}} y^{(Z)} - u_4 y^{(Z)} - u_9 y^{(Z)^2}, \\
Q^{(D)}(y) &= (1 - u_1) \frac{u_6 u_7 y^{(P)^2}}{u_7 + u_6 y^{(P)^2}} y^{(Z)} + u_8 y^{(P)} + u_9 y^{(Z)^2} - u_{10} y^{(D)}. \\
\end{align*}
\]

The function \( \mu \) describes the dependency of photosynthesis on the amount of light at depth \( z \). It depends on the value of phytoplankton \( y^{(P)} \) by a non-local (integral) relation over the water column. Here two additional parameters \( u_3, u_5 \) are involved. The circulation data (taken from an ocean model) are the turbulent mixing coefficient \( K_T = K_T(z, t) \) and the temperature \( T = T(z, t) \) which is used in the non-linear term \( c^T \) where \( c = 1.066 \) is kept constant. Note that besides the non-linearities there is an additional non-differentiability due to the term ‘\( \min(\ldots) \)’.

### 3 Optimisation problem

The aim is to minimise a least-squares type cost function measuring the misfit between the model output \( y = y(u) \) and given observational data \( y_d \) (Figure 1). Thus the problem can be written as

\[
\begin{align*}
\min_{u \in U} J(y(u)), \quad J(y) := \| y - y_d \|_Y^2, \\
U := \{ u \in \mathbb{R}^n : b_l \leq u \leq b_u \}, \quad J : Y \times U \to \mathbb{R}.
\end{align*}
\]

Note that the optimisation variables are real numbers with lower and upper bounds described by the vectors \( b_l, b_u \in \mathbb{R}^n \). The functional \( J \) may additionally include a regularisation term for the parameters, which was not necessary in our case.

The above formulation is valid if the state or vector of tracers \( y \) is regarded
either in a continuous setting as an element of an appropriately chosen function space \( Y \)

or after discretisation (cf., Section 5) as a discrete vector
\[
y \approx (y(z_i, t_j))_{i=1,\ldots,4K, j=1,\ldots,M}, \text{ i.e., } y \in \mathbb{R}^{4K \times M}
\]
where \( 4K \) and \( M \) denote the total number of spatial and temporal grid points, respectively.

We will consider the latter formulation from now on.

Constraints on the state variable \( y \) are not treated explicitly in our formulation (3). However, by using appropriate parameter bounds \( b_l \) and \( b_u \), the desired non-negativity of the state/tracer vector can be ensured in the model. This was already observed and used in Rückelt et al. (2010).

4 Surrogate-based optimisation

For many non-linear optimisation problems high computational cost of accurate simulations and derivatives or even the lack of sensitivity information are major drawbacks. The need for a decrease in the computational cost is especially important in the case of parameter optimisation of complex three-dimensional models.

In surrogate-based optimisation, the original fine model output \( y \) is replaced by a surrogate. Surrogates can be either based upon approximations of sampled fine model data (functional surrogates) or upon a low-fidelity or coarse model [also known as physically-based surrogates (cf., Søndergaard, 2003)]. A functional surrogate is constructed without any particular knowledge of the system and will not be addressed further in this paper. In contrast physically-based surrogates inherit more characteristics of the fine model in focus since the underlying coarse model is based upon the same physics as the fine one (physical coarse model). Since the coarse model, in the following denoted by \( \hat{y} \), is usually less accurate it has to be iteratively aligned or corrected by suitable methods. In the \( k \)th step of an optimisation algorithm, arrived at optimisation variable iterate \( u_k \in U \), we thus perform a step generally written as
\[
y(u_k), \hat{y}(u_k) \mapsto s_k.
\]
The next iterate, \( u_{k+1} \), is obtained by optimising this surrogate \( s_k \). Then the updated surrogate \( s_{k+1} \) is determined by re-aligning the low-fidelity model at \( u_{k+1} \) and optimised again. The process of aligning the coarse model to obtain the surrogate and subsequent optimisation of this surrogate is repeated until a user-defined termination condition is satisfied.

In order to obtain convergence to at least a local minimum of (3) the surrogate \( s_k \) should satisfy so-called 0-order and also 1st-order consistency conditions (Conn et al., 2000; Koziel et al., 2010) with the fine model in the current iterate \( u_k \), i.e.,
\[
s_k(u_k) \approx y(u_k), \quad s_k'(u_k) \approx y'(u_k).
\]
Key prerequisites for a well performing surrogate algorithm are a cheap function and sensitivity evaluation of its basis, the coarse model, a low cost for the alignment of this coarse model, and a low number of necessary iterations in the surrogate-based optimisation process, since this results in only few evaluations of the fine model.

Space mapping (SM) is one approach for obtaining such a surrogate (Bandler et al., 2004a). SM assumes the existence of a physical coarse model (see the following section)
that describes the same physics as the fine model. This coarse model is less accurate, but much faster to evaluate than the fine one. In the context of SM, a surrogate model is constructed from the coarse model in such a way that it is a suitable distortion and that given matching conditions are satisfied. In this paper we will analyse the application of a conditionally equivalent approach to directly use this surrogate in the optimisation run, the ASM (Bandler et al., 1994, 1995, 2004a) which will be described in Section 7.

For a comprehensive overview on methods and recent approaches in SM technology we refer to Bakr et al. (2000), Bandler et al. (2004a, 2004b) and Koziel et al. (2006).

5 The low-fidelity model

In this paper we use a physical coarse model. Possible ways to create such a coarse model are by a coarser discretisation, by using simplified physics or different ways of describing the same physical phenomenon or even by using analytical formulas if available. In this paper we use a coarse model which is based on a coarser time discretisation. For this purpose, we firstly present the discretisation scheme of the original, i.e., fine model (1) and secondly describe the corresponding discretisation of our coarse model.

5.1 Discretisation scheme of the fine model

The fine model described by (1) and (2) is solved using an operator splitting method (cf., Marchuk, 1982), which is explained in this section.

Let a time step \( \tau > 0 \) be given. Then, at first the non-linear coupling operators \( Q^{(i)} \) [cf., (2)] are computed. Since they depend implicitly on time, i.e., on the temporal index \( j \), we denote by \( Q_j(y_j) = \left( Q^{(i)}(y_j) \right)_{i=N,P,Z,D} \) the vector of the results of these four coupling terms applied on the discrete state \( y_j \approx \left( y(z_i, t_j) \right)_{i=1,\ldots,4K} \) at time step \( j \). Now four explicit Euler steps with step size \( \tau/4 \) are performed, each of which is described by the operator

\[
B^Q_j(y_j) := y_j + \frac{\tau}{4} Q_j(y_j).
\]

Then, an explicit Euler step with full step-size \( \tau \) is performed for the sinking term which is spatially discretised by an upstream scheme (cf., Fletcher, 1991). This step is summarised in a matrix, denoted by \( B_{\text{sink}} \). Since the sinking velocity is temporarily constant, this matrix does not depend on the time step \( j \).

Finally, an implicit Euler step for the diffusion operator, discretised with second order central differences, is applied. Due to \( K_p = K_p(z, t) \) the resulting matrix, denoted by \( B^\text{diff}_j \) depends on \( j \) and is non-symmetric (cf., Hackbusch, 2010; Section 5). It is tridiagonal, and the system is solved directly by splitting it up into four blocks. Note that \( A_j^\text{diff}, A_j^\text{sink} \) are \( 4 \times 4 \) block-diagonal matrices.

Thus, the operator splitting method can be summarised by the following operator equation:

\[
\begin{align*}
&\left[ I - \tau A^\text{diff}_j \right] y_{j+1} = \left[ I + \tau A^\text{sink}_j \right] B^Q_j \circ B^Q_j \circ B^Q_j \circ B^Q_j(y_j), \quad j = 1, \ldots, M. \tag{4}
\end{align*}
\]
In the original discretisation given by (4) the time step \( \tau \) is chosen as one hour. In the following this is referred to as the high-fidelity or fine model.

### 5.2 Coarser time discretisation

The coarse model is obtained by using a coarser time discretisation with \( \hat{\tau} = \beta \tau \) applying a *coarsening factor* \( \beta \in \mathbb{N} \setminus \{0, 1\} \), while keeping the spatial discretisation fixed. The state variable for this coarser discretised model will be denoted by \( \hat{y} \), the corresponding number of discrete time steps by \( \hat{M} = M / \beta \), i.e., \( \hat{y} \in \mathbb{R}^{K \hat{M}} \). Note that in our case number and type of the parameters \( u \) for the coarse and fine model are equal.

Figure 2 shows the fine and coarse model output \( y \) and \( \hat{y} \), respectively, for the state detritus, for different values of \( \beta \) and at the same randomly chosen parameter vector \( u \). We point out that figures presented in this paper show selected (representative) state variables/tracers for a part of the whole time interval at some distinct depth layers only. The total number of depth layers considered in the optimisation process is 33 and the entire time scale for the fine model is 43,800 so that it is impossible to present a full model output here. We emphasise that the qualitative behaviour of the other tracers and at different times and spatial layers is similar.

*Figure 2* Fine and coarse model output \( y, \hat{y} \), respectively, for the state dissolved inorganic nitrogen at depth \( z \approx 2.68 \) m for different values of the coarsening factor \( \beta \) and the same randomly chosen parameter vector \( u \)

Note: For simplicity we skip subscripts in the legends of all figures.

It is important to keep in mind that choosing \( \beta \) too big could lead to a numerically unstable scheme (cf., Fletcher, 1991). The condition on stability is determined by the ratio \( h / u_{12} \) (where \( h \) denotes the spatial step-size) and properties of the non-linear coupling term \( Q_j \) which we do not discuss here. All computations in this paper were performed with parameters that guarantee stability.

### 6 The surrogate model

The ASM algorithm, as will be described in the next section, is a conditionally equivalent approach to use a surrogate model in the optimisation which is obtained by a SM approach introduced by Bandler et al. (1994). Here a a physical low-fidelity or
The surrogate exactly satisfies 0-order consistency, i.e.,
\[ \| s_k(u_k) - y(u_k) \| = \| \hat{y}(p_k(u_k)) - y(u_k) \| \leq \| \hat{y}(u_k) - y(u_k) \| \] (6)

Note: The surrogate model provides a reasonable approximation of the fine model while lying closer than the coarse model itself.
where the second relation is ensured by the minimisation (5). Figure 3 illustrates this property showing the fine and coarse as well as the surrogate model output for the state detritus at a randomly chosen parameter vector $u_k$. This supports the argumentation above: In the point $u_k$ the surrogate obviously provides a reasonable approximation for the fine model while being closer to it than the coarse model itself. We will see in the next section that this property is also given in a neighbourhood.

7 Aggressive space mapping

In this section, we will briefly recall the basic idea of the ASM algorithm and present the globalisation strategy as well as the pseudo code of the algorithm we used to obtain the results presented in this paper. The ASM algorithm was firstly developed by Bandler et al. (1994). It firstly solves for an optimum of the coarse model, i.e.,

$$
\hat{u}^* := \arg\min_{u \in U} J(\hat{y}(u))
$$

and then iteratively computes a solution $\bar{u}$ of the non-linear system

$$
F(\bar{u}) := p(\bar{u}) - \hat{u}^* = 0.
$$

using a Quasi-Newton iteration (Kosmol, 1993; Nocedal and Wright, 2000) with a Broyden rank-one approximation (Broyden, 1965) for the Jacobian $B_k \approx p'(u_k)$ (see also Bandler et al., 1994, 2004a).

The following results were shown in Echeverrá and Hemker (2005): if either the fine model nearly matches the data in an optimum

$$
\hat{u}^* := \arg\min_{u \in U} J(y(u)) , \ i.e., y(\hat{u}^*) \approx y_d,
$$

or if both models are similar near their respective optima ($y(\hat{u}^*) \approx \hat{y}(\hat{u}^*)$), we obtain [using (5)]

$$
p(\hat{u}^*) = \arg\min_{u \in U} ||\hat{y}(u) - y(\hat{u}^*)||_Y^2 \approx \arg\min_{u \in U} ||\hat{y}(u) - y_d||_Y^2 = \bar{u}^*.
$$

which is also referred to as a perfect mapping and which motivates to solve for a solution of (7).

If in addition to (8) the mapping is injective and the coarse model optimum $\hat{u}^*$ is unique, then the solution of the ASM approach, $\bar{u}$, coincides with the fine model optimum $u^*$ and the solution $u_s$ obtained by directly optimising the surrogate defined in (5), i.e.,

$$
\overline{u}_s = \arg\min_{u \in U} J(\hat{y}(p(u))).
$$

However, in most real applications these theoretically derived conditions might of course not be exactly satisfied. For a more detailed analysis we also refer to Echeverrá and Hemker (2005).

For the complex model used here, it is not the focus of this paper (and it is not clear if it is possible) to prove those theoretical conditions. Instead, the applicability of the ASM algorithm is verified by using synthetic target data $y_d = y(u_d)$ with known parameters $u_d$ and by comparing the ASM solution $\bar{u}$ to those obtained by fine and coarse model optimisation, $u^*$ and $\hat{u}^*$, as well as to the known optimal parameters $u_d$. 
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7.1 Globalised Quasi-Newton method

Since the standard Quasi-Newton algorithm, as given in, e.g., Kosmol (1993) and Nocedal and Wright (2000), may suffer from local convergence one can additionally use a classical line search strategy introducing a merit function $h : U \rightarrow \mathbb{R}$ given as (Kosmol, 1993)

$$h(u) := \frac{1}{2} \| F(u) \|^2 = \frac{1}{2} \| p(u) - \bar{u}^* \|^2.$$  

If $F'(u_k)B_k^{-1}$ is positive-definite, then

$$\nabla h(u_k)^\top d_k = F(u_k)^\top F'(u_k)B_k^{-1}F(u_k) \leq 0,$$

i.e., $d_k$ is a descent direction for $h$ at the point $u_k$.

Obviously the Newton direction (where $B_k$ is replaced by $F'(u_k)$) is always a descent direction for $h$ in $u_k$, satisfying $\nabla h(u_k)^\top d_k = -2h(u_k)$. Assuming that $B_k$ is a "good" approximation of $F'(u_k)$, we use the last relation also in a line search in the Quasi-Newton method. The iteration step in the globalised Quasi-Newton algorithm then takes the following form:

$$\begin{align*}
\text{Find } \sigma \in [0, 1], \text{ s.t. } h(u_k + \sigma d_k) &\leq (1 - 2\sigma \delta) h(u_k) \\
&\approx h(u_k) + \sigma \delta (\nabla h(u_k)^\top d_k), \\
\text{Update } u_{k+1} &\equiv u_k + \sigma d_k, \\
B_{k+1} &\equiv B_k + \frac{(y_k - \sigma B_k d_k) \sigma d_k^\top}{\sigma^2 d_k^\top d_k}.
\end{align*}$$

(10)

Here $\delta \in [0, 1]$ is a parameter that defines the rate of decrease in the merit function that is desired in the current step, similar as in Armijo’s rule (e.g., Nocedal and Wright, 2000). Since we are using an approximation in (10) anyway, we may write it in a simpler form with $2\sigma \delta$ replaced by $C \in [0, 1]$ (Kosmol, 1993). The resulting pseudo code can be found in Algorithm 1 at the end of this section.

In general, the Broyden update does not guarantee to provide a descent direction, and thus the line search might fail (cf., line 5 and 6 in Algorithm 1). In this case one could use the Newton or steepest descent direction (cf., lines 7 to 17 in Algorithm 1) and apply one of them directly to the merit function, following the idea that minimising $h$ will lead closer to a zero of $F$.

7.2 Practical issues

For a given optimisation problem one has to carefully consider how many iterations and hence evaluations of the function $F$ are affordable. The alignment of the coarse model through the parameter mapping $p$ and hence the evaluation of the function $F$ is quite expensive due to the minimisation required to obtain $p(u_k)$. One evaluation of the function $p$ requires one expensive evaluation of the fine model plus the minimisation which – depending on the chosen method – might additionally include derivatives or their approximations by more function evaluations of the coarse model.
Algorithm 1 Globalised Quasi-Newton algorithm to solve for the root of $F(u)$

1: function $\text{glob\_quasi\_newton}$

2: $B_0 = I, u_0 = \hat{u}^\dagger, k = 0, \epsilon_k = 1e - 8, \epsilon_{LS} = 1.25e - 1, \delta = 1e - 4, \text{max} = 10$

3: $F_0 = F(u_0)$, $h_0 = h(u_0)$\quad $\triangleright$ Initialisation

4: while $h_k \geq \epsilon_k$ and $k < \text{max}$ do

5: $B_k \cdot d_k = -F_k$, $p_k = 2 \cdot \delta \cdot h_k$ (or $p_k = C$)\quad $\triangleright$ Calculate Quasi-Newton step

6: $[F_{\text{trial}}, h_{\text{trial}}, u_{\text{trial}}, flag] = \text{line\_search}(u_k, d_k, h_k, p_k)$

7: if $flag = 0$ then

8: Error('Quasi-Newton step failed: Step length $\sigma$ below threshold $\epsilon_{LS}$: Broyden matrix might be inaccurate ($B_k \neq B_k'$) or local minimum of $h$ reached.')

9: $B_k = B_k'$\quad $\triangleright$ Approximate Jacobian

10: if $B_k'$ regular then

11: $B_k \cdot d_k = -F_k$, $p_k = 2 \cdot \delta \cdot h_k$\quad $\triangleright$ Newton step

12: else

13: $d_k = -B_k' \cdot F_k$, $p_k = \delta \cdot ||d_k||^2$\quad $\triangleright$ Steepest Descent step

14: end if

15: $[F_{\text{trial}}, h_{\text{trial}}, u_{\text{trial}}, flag] = \text{line\_search}(u_k, d_k, h_k, p_k)$

16: end if

17: if $flag = 1$ then\quad $\triangleright$ Step successful

18: $\hat{F}_{k+1} = F_{\text{trial}}$, $h_{k+1} = h_{\text{trial}}$, $u_{k+1} = u_{\text{trial}}$, $d_k = u_{k+1} - u_k$

19: $B_{k+1} = B_k + (\frac{\tau_k - \delta_k}{\delta_k} d_k)^T \cdot d_k$

20: $k = k + 1$

21: else

22: Error('Also Newton/Steepest Descent step failed: Step length below threshold $\epsilon_{LS}$: Local minimum assumed.')

23: $k = \text{max}$

24: end if

25: end while

26: end function

27: function $\text{line\_search}(u, d, h, p_k)$\quad $\triangleright$ line search procedure

28: $\alpha = 0$, $\sigma = \frac{1}{2}$, $flag = 0$\quad $\triangleright$ Initialisation

29: while ($\sigma > \epsilon_{LS}$ and $flag = 0$) do

30: $u_{\text{trial}} = u + \sigma \cdot d$, $F_{\text{trial}} = F(u_{\text{trial}})$, $h_{\text{trial}} = h(u_{\text{trial}})$

31: if $h_{\text{trial}} \leq h - \sigma \cdot p_k$ then

32: $flag = 1$\quad $\triangleright$ $flag$ indicates success/ failure of line search

33: else

34: $\alpha = \alpha + 1$, $\sigma = \frac{1}{2}$

35: end if

36: end while

37: end function

38: end function

39: Definitions:

40: $F_k := F(u_k)$, $h_k := h(u_k)$, $y_k := F_{k+1} - F_k$
In order to keep the number of fine model evaluations as low as possible we did not use optional and expensive Newton or steepest descent steps but only the cheaper Quasi-Newton direction. For the results provided in the next section we furthermore used a line search with three iterations at maximum (corresponding to a minimal step length of $||d|| = 1.25e^{-1}$). If the line search failed to find a suitable step length, the algorithm was terminated. In this case it either got stuck in a local minimum of $h$ or the Broyden matrix provided an inaccurate approximation resulting in a non-descent direction.

Note that a successful line search in the ASM algorithm also indirectly confirms that the Taylor approximation we use to approximate the mapping $p$ [cf., (5)] is reasonable in the current point $u_k$ and also in some neighbourhood $u_k + \epsilon$, i.e., $p_k(u_k + \epsilon) \approx p(u_k + \epsilon)$ for sufficiently small perturbation vectors $\epsilon$. Hence the surrogate $s_k = \hat{y}(p_k(u))$ will be a reasonable approximation also in a neighbourhood around $u_k$. We yield [using (6)]

$$||\hat{y}(p_k(u_k + \epsilon)) - y(u_k + \epsilon)||^2 \leq ||\hat{y}(u_k + \epsilon) - y(u_k + \epsilon)||^2.$$ 

This is also interesting when directly optimising the surrogate [cf., (9)].

### 8 Results and discussion

We verified the ASM approach by using synthetic target data $y_d$ at a randomly chosen parameter vector $u_d$ within admissible bounds $b_l, b_u$:

$$y_d := y(u_d), \quad y_d \in \mathbb{R}^{4K \hat{M}}, \quad b_l \leq u_d \leq b_u.$$ 

(11)

We used the globalised Quasi-Newton method described in the last section. For the optimisation of the coarse and fine model and for the minimisation required to obtain the parameter mapping $p$ [cf., (5)] we used the MATLAB function `fmincon`, taking the option for the active-set algorithm.

#### 8.1 Cost function

The cost function used for the fine model optimisation (using a weighted Euclidean vector norm) is given as follows

$$J(y) = \frac{1}{4K \hat{M}} \sum_{i=1}^{4K} \sum_{j=1}^{M} (y_{ij} - (y_d)_{ij})^2.$$ 

(12)

Since the coarse model output contains less data points ($\hat{y} \in \mathbb{R}^{4K \hat{M}}$, cf., Section 5) we accordingly use a sum over $\hat{M}$ discrete time steps and have to consider the sampled target data $(y_d)_{i, \beta_j}$ in order to obtain comparable data points.
8.2 Parameter mapping

For obtaining the parameter mapping $p$ we analogously have to consider the sampled fine model output $y_{i,\beta_j}(u_k)$, i.e.,

$$p(u_k) = \arg\min_{u \in U} \left[ \frac{1}{4K M} \sum_{i=1}^{4K} \sum_{j=1}^{M} (\hat{y}_{i,j}(u) - y_{i,\beta_j}(u_k))^2 \right].$$

Figure 4 shows a comparison of the full and sampled fine model and the coarse model output in the 10th vertical level with a sampling rate and coarsening factor of $\beta = 20$ (as in the following results). Obviously, we are still able to capture the main characteristics of the fine model output when using sampling, since the curves for the original and sampled output are very close.

Note: Curves for original and sampled fine model output are very close.

8.3 ASM vs. direct fine model optimisation

We now compare the results and the computational cost of the ASM approach with the direct optimisation of the fine model using the cost function given in (12). To give a profound illustration of the behaviour of the algorithm, we below consider the following parameter values, model outputs, and respective cost function values:

1. the target $y_d$, i.e., the fine model output at a randomly chosen parameter vector $u_d$
2. the fine model output at another randomly chosen parameter vector $u_0$, serving as initial value of the optimisation runs
3. the model output at the result $\hat{u}^*$ of a pure coarse model optimisation
4. the fine model output at the result $u$ of the ASM algorithm
5. the output of a (rather expensive) fine model optimisation yielding $u^*$.

Using different optimisation routines might yield different results in (3) to (5), but this will probably not influence the relative reduction in the total optimisation cost using the
ASM algorithm (see below). For example, in Rückelt et al. (2010) better cost function values were obtained by direct fine model optimisation using a different optimisation method (other than MATLAB’s `fmincon`) for the same problem and the same model.

A good agreement between the results of (1) and (5) would indicate a high quality of the used optimisation method itself, whereas a good agreement between those from (4) and (5) would mean that the ASM provides a reasonable solution close to the fine model optimum.

We experienced that results for different initial parameter vectors \( u_0 \) are comparable. For illustration we here present the results of two exemplary test runs, considering the same target dataset \( y_d \), but different initial parameters \( u_0 \). In both cases we used \( K = 20, M = 8,760 \cdot 5 \) and \( \beta = 20 \). Hence for the coarse model we obtain \( \hat{M} = M / \beta = 2,190 \) discrete time steps per spatial grid point \( z_i \).

In Figures 5 and 6, the output of the fine model was sampled as described above. We again point out that the qualitative behaviour of the other tracers and of the shown tracers at different times and spatial layers – for simplicity not presented in this figure – is similar. Table 1 shows the resulting values of the parameters, the cost function and the gained reduction in the computational cost.

**Figure 5** Fine model output \( y \) for dissolved inorganic nitrogen (left) and for zooplankton (right) at depth \( z \approx 2.68 \) m (top) and \( z \approx 108.15 \) m (bottom)

![Figure 5](image)

Notes: Shown are, in the legend from top to bottom:
1. target \( y_d \), i.e., fine model output at randomly chosen parameters \( u_d \)
2. fine model output at the initial value \( u_0 \)
3. at the coarse model optimum \( \hat{u} \)
4. at the result of the ASM algorithm \( \bar{u} \)
5. at the result of the direct fine model optimisation yielding \( u^* \).

On the top left, we only show the interesting time interval. Curves corresponding to (1), (4) and (5) are very close.
Figure 6  Same as Figure 5, but for a different initial guess $u_0$ for the optimisation runs

Notes: Again the curves corresponding to (1), (4) and (5) are very close. See the text for further details.

8.4 Test results for model output and computational cost

Figure 5 illustrates the results of the ASM approach and of a typical fine and coarse model optimisation for a first choice of the initial guess $u_0$. Corresponding parameters and values of the cost function $J$ are given in the upper part of Table 1. Furthermore the table shows the total cost of the fine ($C_{opt,h}$) and the coarse model optimisation ($C_{opt,l}$) and of the Quasi-Newton iterations of the ASM algorithm ($C_{QN}$) in terms of the total number of equivalent fine model evaluations, which were required to reach the given value of the cost function $J$. Equivalent in this case means that for example $\beta$ evaluations of the coarse model used here with a coarsening factor $\beta$ are equivalent to (or, as expensive as) one fine model evaluation. Note that the total cost in the ASM approach consists of the cost for the coarse model optimisation $C_{opt,l}$ and those for solving the non-linear system of equations by the Quasi-Newton method, i.e., $C_{QN}$. For details see also the next subsection.

From Figure 5, we see that by the direct fine model optimisation we yield a very reasonable optimal fit $y(u^*)$ (grey dashed line) of the target data $y_d$ (black line). This corresponds to a cost function value of $J(y(u^*)) = 1.611e-05$ obtained after 281 function evaluations (cf., Table 1). We furthermore see that by the coarse model optimisation we yield parameters $\hat{u}^*$ with a fit $y(\hat{u}^*)$ (light grey line) which obviously provides only a rough approximation of the target data, but in $C_{opt,l} = 19.95$ equivalent fine model evaluations only. Using the ASM approach, we finally obtain a solution $\bar{u}$ with an optimal fit $y(\bar{u}^*)$ (black dashed line) and parameter match lying very close to that obtained by the fine model optimisation.
Table 1 Results of the fine and coarse model optimisation and of the ASM algorithm from two illustrative test runs, corresponding to Figures 5 (top) and 6 (bottom), see the text for details

<table>
<thead>
<tr>
<th>( u_{k,1} )</th>
<th>( u_{k,2} )</th>
<th>( \ldots )</th>
<th>( u_{k,12} )</th>
<th>( J )</th>
<th>( C_i )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( u_0 )</td>
<td>0.486</td>
<td>0.644</td>
<td>0.019</td>
<td>0.01</td>
<td>0.037</td>
</tr>
<tr>
<td>Fine model optimisation:</td>
<td>( u^* := \arg\min_{u \in U} J(y(u)) )</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( u^* )</td>
<td>0.764</td>
<td>0.599</td>
<td>0.027</td>
<td>0.01</td>
<td>0.035</td>
</tr>
<tr>
<td>Coarse model optimisation:</td>
<td>( \hat{u}^* := \arg\min_{u \in U} J(\hat{y}(u)) )</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \hat{u}^* )</td>
<td>0.759</td>
<td>0.363</td>
<td>0.025</td>
<td>0.012</td>
<td>0.029</td>
</tr>
<tr>
<td>ASM:</td>
<td>Solve</td>
<td>( F(\hat{u}) := p(\hat{u}) - \hat{u}^* = 0 )</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \bar{u} )</td>
<td>0.759</td>
<td>0.587</td>
<td>0.027</td>
<td>0.011</td>
<td>0.034</td>
</tr>
<tr>
<td>( u_d )</td>
<td>0.75</td>
<td>0.6</td>
<td>0.25</td>
<td>0.01</td>
<td>0.03</td>
</tr>
</tbody>
</table>

Reduction

<table>
<thead>
<tr>
<th>( u_{k,1} )</th>
<th>( u_{k,2} )</th>
<th>( \ldots )</th>
<th>( u_{k,12} )</th>
<th>( J )</th>
<th>( C_i )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( u_0 )</td>
<td>0.565</td>
<td>0.672</td>
<td>0.015</td>
<td>0.012</td>
<td>0.036</td>
</tr>
<tr>
<td>Fine model optimisation:</td>
<td>( u^* := \arg\min_{u \in U} J(y(u)) )</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( u^* )</td>
<td>0.871</td>
<td>0.593</td>
<td>0.029</td>
<td>0.012</td>
<td>0.038</td>
</tr>
<tr>
<td>Coarse model optimisation:</td>
<td>( \hat{u}^* := \arg\min_{u \in U} J(\hat{y}(u)) )</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \hat{u}^* )</td>
<td>0.759</td>
<td>0.356</td>
<td>0.029</td>
<td>0.012</td>
<td>0.037</td>
</tr>
<tr>
<td>ASM:</td>
<td>Solve</td>
<td>( F(\hat{u}) := p(\hat{u}) - \hat{u}^* = 0 )</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \bar{u} )</td>
<td>0.761</td>
<td>0.572</td>
<td>0.031</td>
<td>0.011</td>
<td>0.043</td>
</tr>
<tr>
<td>( u_d )</td>
<td>0.75</td>
<td>0.6</td>
<td>0.25</td>
<td>0.01</td>
<td>0.03</td>
</tr>
</tbody>
</table>

Notes: Also shown are the corresponding values of the cost function \( J \) given in (12) and the computational cost \( C_i \) in terms of the total number of equivalent fine model evaluations required to obtain the given cost function value \( J \), again for the three cases, i.e., \( C_i \in \{ C_{opt,l}, C_{opt,h}, C_{QN} \} \).

The key point now is that the ASM solution \( \bar{u} \) is obtained in only \( C_{QN} = 80.25 \) equivalent fine model evaluations for the Quasi-Newton steps. Summarising, using the ASM approach, we hence obtained a very reasonable solution in totally \( C_{ASM} := C_{opt,l} + C_{QN} \approx 100 \) equivalent fine model evaluations. The same cost function value by the direct fine model optimisation was obtained after 236 model evaluations (cf., Table 1). This leads to a reduction in the total optimisation cost of about 57%.

Figure 6 and the lower part of Table 1 show the corresponding results of another run with different initial parameters \( u_0 \). Obviously results of the fine and coarse model optimisation look similar. Also a similar convenient fit was obtained by the ASM approach. Here we required about 117 equivalent fine model evaluations to obtain
the ASM solution while about 409 evaluations were necessary to yield the same cost function value by the fine model optimisation. This leads to an even better reduction in the total optimisation cost of about 71%.

8.5 Analysis of the optimisation cost

In order to compare the total optimisation cost of the ASM approach, in the following denoted by $C_{ASM}$, with the one obtained from the fine and coarse model optimisation ($C_{opt,h}, C_{opt,l}$) we consider the cost in terms of total number of equivalent fine model evaluations. We generally yield the following:

$$\begin{align*}
C_{ASM} := C_{opt,l} + C_{QN}, & \quad C_{QN} := N_{ASM} \cdot C_p \cdot N_{LS}^{qn}, \\
C_p := C_{align} + 1, & \quad C_{align} := N_{opt,p} \cdot (C_{grad} + N_{LS}^{opt}) / \beta, \\
C_{opt,l} := N_{opt,l} \cdot (C_{grad} + N_{LS}^{opt}) / \beta, & \quad C_{opt,h} := N_{opt,h} \cdot (C_{grad} + N_{LS}^{opt}), \\
C_{grad} = 12.
\end{align*}$$

(14)

The optimisation cost for the fine and coarse model optimisation is given as the number of iterations, denoted by $N_{opt,h}, N_{opt,l}$, times the cost of the gradient $C_{grad}$ plus the number of line search steps done per iteration, denoted by $N_{LS}^{opt}$. Note that for simplicity we assume the value $N_{LS}^{opt}$ to be equal for the different optimisation runs. To obtain the cost of the coarse model optimisation $C_{opt,l}$ we furthermore have to divide by the coarsening factor $\beta$ to yield the number of equivalent fine model evaluations as described above. For the cost for a gradient evaluation we use the number of optimisation variables (i.e., 12 here) which corresponds to the usual effort for a finite difference approximation and that for a forward mode AD (algorithmic/automatic differentiation) gradient.

As we described in Section 7, the ASM algorithm involves firstly to solve for the coarse model optimum $\tilde{u}$ resulting in $C_{opt,l}$ equivalent fine model evaluations. The second part within the ASM algorithm involves the (globalised) Quasi-Newton iteration (cf., Section 7) which results in $C_{QN}$ equivalent fine model evaluations. $C_{QN}$ is given as $N_{ASM}$, the overall number of steps in the ASM algorithm (i.e., the number of Quasi-Newton iterations), times $C_p$, the cost of calculating the mapping $p$, times $N_{LS}^{qn}$, the number of line search steps. The cost of the mapping, $C_p$, is furthermore given by one fine model evaluation plus the cost of the minimisation (alignment) required for the mapping [cf., (5) and (13)], which we denote by $C_{align}$. Since the alignment is an optimisation in the coarse model space, its cost $C_{align}$ is given similar to the cost for the coarse model optimisation ($C_{opt,l}$) now with $N_{opt,p}$ denoting the corresponding number of iterations in this optimisation process.

In the numerical tests we obtained the following: at average $\tilde{C}_{opt,h} \approx 230, \tilde{C}_{opt,l} \approx 1.4 \cdot \tilde{C}_{opt,h} / \beta, \tilde{C}_{align} \approx C_{opt,l}, \tilde{N}_{ASM} \approx 3.125, \tilde{N}_{LS}^{qn} \approx 1.2$, i.e.,

$$\begin{align*}
\tilde{C}_{ASM} & \approx 1.4 \cdot \tilde{C}_{opt,h} / \beta + 3.125 \cdot (1.4 \cdot \tilde{C}_{opt,h} / \beta + 1) \cdot 1.2, \\
i.e., \tilde{C}_{ASM} / \tilde{C}_{opt,h} \approx 1.4 / \beta + 3.125 \cdot (1.4 / \beta + 1) / \tilde{C}_{opt,h} \cdot 1.2.
\end{align*}$$

(15)

Applying the ASM algorithm, using a coarsening factor of $\beta = 20$ for the coarse model and $\tilde{C}_{opt,h} \approx 230$ as given above we hence yield an average reduction in the total optimisation cost of $(1 - \tilde{C}_{ASM} / \tilde{C}_{opt,h}) \cdot 100 \approx 65\%$. 

49
The aim of the calculation above was to illustrate how the different parts of the ASM algorithm contribute to the total cost $C_{ASM}$. In principle, values for $N_{ASM}$ and $N_{qN_{LS}}$ are up to the user refinement and will be problem specific. Allowing for a greater number of ASM steps $N_{ASM}$ or number of line search steps $N_{qN_{LS}}$ in the globalised Quasi-Newton algorithm increases the total cost $C_{ASM}$ while not necessarily yielding a more accurate solution in the end. To improve the results of the ASM approach in terms of cost reduction one might also decrease the cost for the coarse model optimisation ($C_{opt,l}$) by terminating the optimisation run of the coarse model after a certain number of iterations ($N_{opt,l}$) as more iterations might not necessarily improve the quality of its solution. Concluding, the setting for the ASM algorithm has to be carefully chosen to yield a reasonable solution at a sufficient reduction in the total optimisation cost.

9 Conclusions

Parameter optimisation of models that couple ocean circulation and a marine ecosystem model can be very expensive in terms of model and gradient evaluations, especially for complex three-dimensional models. Hence methods reducing the total optimisation cost, such as surrogate-based optimisation techniques, are highly desirable. In this paper we successfully applied the ASM approach to parameter optimisation of a one-dimensional coupled marine ecosystem model (fine model). We used a coarser discretisation in time to create a reasonable coarse model. We showed that using the mapping definition, the ASM approach is based on, for correction of the coarse model one can yield a reasonable surrogate for the fine model. We recalled that the ASM approach is a conditionally equivalent approach to directly use this surrogate in the optimisation run, replacing the fine model under consideration. Furthermore, we used a globalised Quasi-Newton iteration to obtain the ASM solution. We verified our approach by using synthetic target data comparing the results to those of direct fine model optimisation. All in all we have shown that with the ASM approach we could yield a very reasonable solution within a few number of fine model evaluations only, resulting in a significant reduction in the total optimisation cost of about 65% at average.
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We present a computationally efficient methodology for the optimization of climate model parameters applied to a (one-dimensional) representative of a class of marine ecosystem models. We use a response correction technique to create a surrogate from a temporarily coarser discretized physics-based low-fidelity model. We demonstrate that replacing the direct parameter optimization of the high-fidelity ecosystem model by iteratively updating and re-optimizing the surrogate leads to a very satisfactory solution while yielding significant cost saving – about 84% when compared to the direct high-fidelity model optimization.
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1. Introduction

In this paper we present the application of a Surrogate-based Optimization approach, based on a multiplicative response correction, on parameter identification problems in a climate model.

Surrogate-based optimization is a methodology to efficiently optimize complex, so-called high-fidelity or fine models that require substantial computational effort already for a model evaluation. As a consequence, optimization and control problems for them are often still beyond the capability of modern mathematical algorithms and computer power. The idea of surrogate-based optimization is to introduce a surrogate, a computationally cheap and yet reasonably accurate representation of the high-fidelity model. The surrogate replaces the high-fidelity model in the optimization process in the sense of providing predictions of the model optimum. Also, it is updated using the high-fidelity model data accumulated during the process. The prediction-updating scheme is normally iterated in order to refine the search and to locate the high-fidelity model optimum as precisely as possible. The surrogate can be created by approximating sampled high-fidelity model data or by employing a physically-based low-fidelity or coarse model. In this work, we use the latter approach. The low-fidelity model is normally less accurate, therefore, it has to be iteratively corrected by suitable methods. The correction (or alignment) can be realized using a limited number (in many cases, only one) evaluations of the high-fidelity model and possibly also its derivatives. Surrogate-based optimization is widely and very successfully used in engineering sciences, compare [1–4].

The development and use of low-fidelity models obtained by, e.g. coarser discretizations (in time and/or space) or by parametrizations is common in climate research [5]. We point out that surrogate-based optimization is not just a direct low-fidelity model optimization, but includes a special alignment between the high- and the low-fidelity model. In that sense, the application of surrogate-based methods on parameter optimization in climate models is new.

Climate models are typically given as time-dependent partial differential or differential algebraic equations (PDEs/DAEs) [5–7]. Since the number of processes that have to be included and the needed temporal and spatial resolution is quite high, so is the computational effort. As a result, many processes on small temporal or spatial scales are, as denoted in the climate community, parameterized, i.e., they are represented by simpler models that usually include a number of parameters that have to be properly chosen or adjusted. A typical example – not only used in climate models for ocean or atmosphere simulations – is turbulence modeling [8]. There are also processes in the climate system where even
without much simplification several quantities or parameters are unknown or very difficult to measure. This is for example the case for growth and drying rates in marine ecosystem models [9,10], one of which is taken as a test case for the surrogate-based optimization approach we analyze in this paper. Marine ecosystem models describe photosynthesis and other biogeochemical processes in the marine ecosystem that are important, e.g., to compute and predict the oceanic uptake of carbon dioxide (CO2) as part of the global carbon cycle [9]. We point out that the mathematical formulation of the climate models we use is quite general, such that our approach is not limited to them but remains applicable for a wide range of time-dependent models.

The aim of parameter optimization is to adjust or identify the model parameters, ideally to fit given measurement data by the corresponding model output [11]. The mathematical task thus can be classified as a least-squares type optimization or inverse problem [12,13]. The number of optimization parameters range from about 10 to 100 discrete real-valued ones in marine ecosystem models (where they are growth and drying rates, etc.) up to distributed functions (or thousands and more discrete values after discretization), for example when an initial model state or boundary condition is unknown and target of the optimization. The optimization parameters and the model state are coupled by the constraint of the time-dependent PDE, i.e., the climate model. Additionally, constraints on the parameters (e.g., non-negativity of growth-rates in ecosystem models) and on the state variables (non-negativity of concentrations of biological species as algae, etc. or of temperature) might be given.

This optimization process requires a substantial number of typically expensive function and optionally sensitivity or gradient or even Hessian matrix evaluations. If the latter are computed by finite difference approximations, the critical quantity determining the computational effort of the optimization is that of the cost function evaluation, which is basically a single model simulation. Hence, decreasing the effort related to the function evaluations (or, equivalently, cutting down the number of function calls necessary to find the optimum) is of primary importance to reduce the overall optimization cost. This becomes particularly significant for computationally expensive three-dimensional coupled models, as for example global climate models [7].

In this paper we analyze the application of a multiplicative response correction technique to create a surrogate for one specific type of a climate model, a one-dimensional marine ecosystem model that uses pre-computed ocean circulation data [14]. This model was chosen because here extensive optimization runs with different methods including local, gradient-based and so-called global, genetic algorithms have been performed, see [15]. The underlying physically-based low-fidelity model is obtained from a temporally coarser discretization of the high-fidelity one. We verify our approach by using synthetic target data and by comparing the results of surrogate-based optimization to those obtained from the direct fine model optimization. The application on real data is performed as a next step. Furthermore, this exemplary application shall serve as a test for three-dimensional model runs, which are much more costly with respect to computing time and storage.

The structure of the paper is as follows: The general form of climate models and the parameter optimization problem considered is described in Section 2. We first recall the basic idea of surrogate-based optimization in Section 3. The ecosystem model, which is taken as an example in this paper, is introduced in Section 4, and its low-fidelity counterpart that we use as a basis for the surrogate is described in Section 5. The response correction, the construction of the surrogate model and the quality of the surrogate are described and analyzed in Section 6. The setup of the optimization which is used to compare the results is given in Section 7. Numerical results and discussion of an exemplary test run are provided in Section 8. Section 9 concludes the paper with a summary and an outlook.

2. Model equations and optimization problem

In this section we give the formulations of what we call a model and of the corresponding parameter optimization problem. Our formulations are quite general and appropriate for a big class of applications, for which climate models are only one example.

2.1. Continuous and discrete model formulation

We start from an initial boundary value problem (IBVP) for a system of time-dependent partial differential or differential algebraic equations (PDEs/DAEs) of the following form:

\[ \begin{align*}
\frac{dy}{dt} &= f(y, u) \quad \text{in } \Omega \times (0, T) \\
y(x, 0) &= y_{\text{init}}(x) \quad \text{in } \Omega \\
y(x, t) &= y_{\text{bd}}(x, t) \quad \text{on } \partial \Omega \times (0, T).
\end{align*} \]

Here \( y \) is the vector of the state variables, and \( \Omega \) is a matrix with the size of \( y \), typically being the identity matrix for a PDE while having rank deficiency for a DAE [16]. We include DAEs in this formulation since in climate models, e.g., ocean circulation models, the Navier–Stokes equations [17] are an important part, and – after space discretization – take the form of a DAE system. Then \( y \) may for example consist of velocity field, pressure, temperature and salinity. In our example of a marine ecosystem model (which is formulated as PDE system), the matrix \( \Omega \) can be set to the identity and thus omitted. In this case the state vector \( y \) contains all relevant biogeochemical tracers as phyto- and zooplankton, etc., see Section 4 for the details.

The spatial domain \( \Omega \) is an open subset of \( \mathbb{R}^d \), \( d \in \{1, 2, 3\} \), with boundary \( \partial \Omega \). We assume that the initial time is \( t = 0 \), and define the end of the considered time interval as \( T > 0 \). The right-hand side of the system is given by a vector-valued and usually nonlinear function \( f \) which includes spatial differential operators. In climate models, it often additionally depends explicitly on the space and time variables \( x \) and \( t \), respectively, which is skipped in the notation. Moreover \( f \) depends on a number of model parameters which are summarized in the vector \( u \). The vector-valued functions \( y_{\text{init}} \) and \( y_{\text{bd}} \) are given initial and boundary values. They can also be subject to optimization, but for simplicity of notation and since in our example this is not the case, we do not formulate (1) this way. The IBVP given by (1) can be called a continuous model, since its solution – if it exists – is mathematically given in an appropriate function space \( Y \).

After spatial and temporal discretization, we obtain a discretized or discrete model. We will consider here a time discretization which is performed by a sequential integration at time steps \( 0 = t_0 < t_1 < \ldots < t_M = T \). In many applications (among them climate models), this integration is at least partially implicit, i.e., it involves the solution of linear or non-linear systems. With respect to the spatial discretization, we are quite general, i.e., it may be either finite volumes or differences (as in most climate models) or finite elements. We assume that we have \( K \) discrete values for the discrete approximation \( y_j \) of the state \( y \) at time \( t_j \), i.e., \( y_j \in \mathbb{R}^K \) and \( y_j \approx y(t_j, \cdot) \). Thus, after discretization we end up with the following discrete model:

\[ \begin{align*}
y_0 &\approx y_{\text{init}}, \\
y_{j+1} &= \Phi(y_j, u), \quad j = 1, \ldots, M - 1.
\end{align*} \]

Again, only for simplicity of notation, we do not include multi-step time integration schemes here, but they can be easily treated similarly. The first line in (2) indicates that already the discrete initial
value usually is only an approximation (or restriction) of the exact initial data $y_{\text{true}}$. Given in the continuous model (1), we use the boldface notation for discrete vectors, e.g., for $y_i \in \mathbb{R}$. The whole discrete state $y = (y_1, \ldots, y_M)$ then is in $\mathbb{R}^M$. Note that $f$ not necessarily equals the number of points in the spatial grid, but is often a multiple of it since we have a system of equations in (1) and $y$ consists of several components. We moreover introduced a discrete vector $u \in \mathbb{R}^n$ of parameters, either after their discretization, or (as in our model example), since they have been real numbers, from the beginning. Here we assume that the parameters do not depend on the time $t_j$ and thus have no index $j$. The right-hand sides $\Phi_j$ in (2) depend on $f$, the actual time $t_j$ (since $f$ depends on it), the time discretization scheme and its step size.

If we discretize schemes in space and time are chosen properly, we can regard the discrete model as a mapping

$$u \mapsto y(u)$$

from the parameters to the discrete space state, i.e., from $\mathbb{R}^n : U$ to $\mathbb{R}^M =: Y$.

### 2.2. Optimization problem

In this subsection we formulate the optimization problem for the discrete model. Omitting the boldface notation, the same formulation holds for the continuous model, but naturally would require further analysis, which is beyond the scope of this paper.

The task in parameter optimization is to minimize a least-squares type cost function measuring the mismatch between the discrete model output $y = y(u)$, i.e., the solution of (2), and given observational data $y_d$ [11,13]. We assume that $y_i \in Y$, otherwise an appropriate observation/restriction operator has to be introduced. In most cases, the cost function is constrained by parameter bounds. Thus the parameter optimization problem can be written as

$$\min_{u \in U_{\text{ad}}} J(y(u))$$

where

$$J(y) = \frac{1}{2} \| y - y_d \|_Y^2, \quad U_{\text{ad}} := \{ u \in \mathbb{R}^n : b_l \leq u \leq b_u \}.$$  

The inequalities in the definition of the set $U_{\text{ad}}$ of admissible parameters are meant component-wise. The functional $J$ may additionally include a regularization term for the parameters, which was not necessary in our case.

Additional constraints on the state variable $y$ might be necessary, e.g., to ensure non-negativity of the temperature or of the concentrations of biogeochemical quantities. In our example model, however, non-negativity of the state variables can be ensured by using appropriate parameter bounds $b_l$ and $b_u$. This was already observed and used in [15].

### 3. Surrogate-based optimization

For many nonlinear optimization problems, a high computational cost of evaluating the objective function and its sensitivity, and, in some cases, the lack of sensitivity information, is a major bottleneck. The need for decreasing the computational cost of the optimization process is especially important while handling complex three-dimensional models.

Surrogate-based optimization (SBO) [1–4] addresses these issues by replacing the original high-fidelity model $y$ by its surrogate model $s$. The surrogate should be computationally cheap and analytical tractable. It can be obtained by approximating the sampled high-fidelity model data using a suitable technique, e.g., polynomial regression [1], kriging [18] or support-vector regression [19]. These so-called functional surrogates are constructed without any particular knowledge of the system and will not be addressed further in this paper.

Another possibility, explored in this paper, is to construct the surrogate through correction/alignment of a physical low-fidelity or coarse model, a less accurate but computationally cheap representation of $y$. These so-called physically-based surrogates (or surrogates) inherit more characteristics of the high-fidelity model under consideration. Possible ways to create the underlying physical low-fidelity model are by using a coarser discretization (while employing the same simulation tool as for the high-fidelity model), simplified physics or different ways of describing the same physical phenomenon or even by using analytical formulas if available. In this paper we use a coarser discretization in time to create a physical low-fidelity model (cf. Section 5).

The low-fidelity model correction aims at reducing misalignment between the low- and high-fidelity model output. The specific correction technique exploited in this work is described in detail in Section 6. The surrogate model is updated at each iteration of the optimization algorithm, typically using available high-fidelity model data. In particular, the surrogate model $s_k$ at iteration $k$ can be constructed by only using the high-fidelity model output $y(u_k)$ at the current optimization variable vector $u_k$ and the corresponding low-fidelity model output. The next iterate, $u_{k+1}$, is obtained by optimizing the surrogate $s_k$, i.e.,

$$u_{k+1} = \arg\min_{u \in U_d} J(s_k(u)).$$  

Then the updated surrogate $s_{k+1}$ is determined by re-aligning the low-fidelity model at $u_{k+1}$ and optimized again as in (4). This process of aligning the low-fidelity model to obtain the surrogate and subsequent optimization of this surrogate is repeated until a user-defined termination condition is satisfied, which can use certain convergence criteria, assumed level of cost function value or a specific number of iterations (particularly if the computational budget of the optimization process is limited). A discussion of the termination condition used in this work can be found in Section 8.

A well performing surrogate-based algorithm is capable of yielding a satisfactory solution at a low computational cost, typically corresponding to only a few evaluations of the high-fidelity model. The key prerequisites to ensure this are a cheap and yet reasonably accurate low-fidelity model as well as a properly selected and low-cost alignment procedure (i.e., using a limited number of high-fidelity model evaluations, preferably just one).

If the surrogate $s_k$ satisfies so-called 0-order and 1st-order consistency conditions [21,22] with the high-fidelity model at $u_k$, i.e.,

$$s_k(u_k) = y(u_k), \quad s_k'(u_k) = y'(u_k),$$  

the surrogate-based scheme (4) is provable convergent to at least a local optimum of (3), provided that both the low- and high-fidelity models are sufficiently smooth, and the surrogate optimization step is enhanced by the trust-region (TR) safeguard [21,22], i.e.,

$$u_{k+1} = \arg\min_{u \in U_d} J(s_k(u)), \quad u_k \leq ||u - 0|| \leq \delta_k$$

with $\delta_k$ being the trust-region radius updated according to the TR rules.

Note that the 1st-order consistency requires high-fidelity sensitivity data, which is not utilized here. In this work, the surrogate is defined to satisfy the 0-order consistency only which is sufficient to ensure good performance as demonstrated in Section 6.3 and Section 8.
4. Example: a marine ecosystem model

In this section we briefly describe the model — both in continuous and discrete form — that we used to analyze the application of a surrogate-based optimization approach on a climate model. The considered example is a one-dimensional marine ecosystem model driven by pre-computed ocean circulation data [14].

4.1. The continuous model

Simulating the marine ecosystem has become a key tool for understanding the ocean carbon cycle and its variability. The marine ecosystem contains several biogeochemical quantities (called tracers), for example nutrients, phyto- and zooplankton which interact and are moreover transported by the ocean circulation and influenced by temperature and salinity. Thus ecosystem simulations require modeling and computation both of ocean circulation and biogeochemistry. The underlying continuous models are governed by coupled systems of nonlinear, parabolic PDEs or DAEs, for ocean circulation (ocean models, i.e., Navier–Stokes equations with additional temperature and salinity transport equations) and transport of biogeochemical tracers (marine ecosystem models, i.e., convection- or advection-diffusion-reaction type equations) [9]. Thus they fit in our general formulation (1) and its discrete counterpart (2).

In ecosystem models, the parameters to be optimized — summarized in the vector $\mathbf{u}$ in (2) — are for example growth and dying rates of the tracers and thus appear in the usually nonlinear coupling or interaction terms in the model.

Our example ecosystem model was developed by Oschlies and Garcon [14] and simulates the interaction of dissolved inorganic nitrogen, phytoplankton, zooplankton and detritus (thus also called NPZD model).

One aim was to reproduce observations $y_j$ at different North Atlantic locations by the optimization of model parameters within credible limits. Fig. 1 shows the model output and target data, respectively, as illustration for the tracer detritus for a certain depth and a part of the time interval. The model uses pre-computed ocean circulation and temperature data from an ocean model (in a sometimes called off-line modus), i.e., no feedback by the biogeochemistry on the circulation and temperature is modeled [14]. Thus the continuous model (1) here just contains the biochemistry, whereas all circulation data are hidden in the right-hand side $f$.

As a test case and since biochemistry — except for sinking processes — mainly happens locally in space, we use here a one-dimensional version of the model. This version simulates one water column at a given horizontal position. This is additionally motivated by the fact that there have been special time series studies at fixed locations. Clearly the computational effort in a one-dimensional simulation is significantly smaller than in the three-dimensional case. Thus, before going to 3D, this model serves as a good test example for the applicability of surrogate-based optimization approaches, since it includes all significant features of ecosystem models.

In the NPZD model, the concentrations (in mmol N m$^{-3}$) of dissolved inorganic nitrogen $N$, phytoplankton $P$, zooplankton $Z$, and detritus (i.e., dead material) $D$ are summarized in the vector $y = (y_i)_i$ and described by the following coupled PDE system

$$
\begin{align*}
\frac{\partial y_i}{\partial t} &= \frac{\partial}{\partial z} \left( \frac{\partial y_i}{\partial z} \right) + Q_i (y_i, y_{i+1}, \ldots, y_n) - \frac{\partial y_i}{\partial z} u_{i+1}, & i &= N, P, Z \\
\frac{\partial y_i}{\partial t} &= \frac{\partial}{\partial z} \left( \frac{\partial y_i}{\partial z} \right) + Q_i (y_i, y_{i+1}, \ldots, y_n) - \frac{\partial y_i}{\partial z} u_i, & i &= D \\
\end{align*}
$$

(6)

in $(\Omega, 0) \times (0, T)$

with additional appropriate initial values. Here, $z$ denotes the only remaining, vertical spatial coordinate, and $H$ the depth of the water column. The terms $Q_i$ are the biogeochemical coupling (or source-sink) terms for the four tracers and $\mathbf{u} = (u_1, \ldots, u_n)$ is the vector of unknown physical and biological parameters. The sinking term is only apparent in the equation for detritus. In the one-dimensional model no advection term is used, since a reduction to vertical advection would make no sense. Thus, the circulation data (taken from an ocean model) are the turbulent mixing coefficients $\alpha = \alpha (z, t)$ and the temperature $\theta = \theta (z, t)$, which goes into the nonlinear coupling terms $Q_i$ but is omitted in the notation.

4.2. Discretization scheme and discretized model

The continuous model (6) is discretized and solved using an operator splitting method, which for a given a time step $\tau$ reads

$$
\begin{align*}
\begin{bmatrix}
\Lambda - \tau A_{\text{diff}} \\
\Lambda + \tau A_{\text{adv}}
\end{bmatrix} \begin{bmatrix}
y_j \\
\mathbf{b}_{\text{sink}}
\end{bmatrix} & = \\
\begin{bmatrix}
\Lambda - \tau A_{\text{diff}} \\
\Lambda + \tau A_{\text{adv}}
\end{bmatrix} \begin{bmatrix}
y_j \big|_{t=0} \\
\mathbf{b}_{\text{sink}}
\end{bmatrix} +
\begin{bmatrix}
\Lambda - \tau A_{\text{diff}} \\
\Lambda + \tau A_{\text{adv}}
\end{bmatrix} \mathbf{Q}_j,
\end{align*}
$$

(7)

Recall that by $y$ we denote the discrete solution in time step $j$ given as

$$
y_j = (y_j)_{j=1, \ldots, M}.
$$

(8)

at the discrete spatial points. Since in our case the model output consists of four tracers, $I$ denotes the number of spatial discrete points times 4. If the discrete state $y_j$ is given in such a way that the four discrete tracer vectors at the time step $j$ are concatenated, the matrices $A_{\text{diff}}$, $A_{\text{adv}}$ in (7) are $(4 \times 4)$-block-diagonal matrices. They represent the discretization of the diffusion (with second order central differences) and the sinking (discretized by an upstream scheme), respectively.

In every time step $j \rightarrow j + 1$, at first the nonlinear coupling operators $Q_i$ (that depend on $y_j$ directly and/or via the temperature field $\theta$) are computed at every spatial grid point and integrated by four explicit Euler steps, each of which is described by the nonlinear operator

$$
B_j^{\text{N}} (y_j) := \left[ y_j + \frac{\tau}{4} \mathbf{Q}_j (y_j) \right].
$$

Note that, for simplicity, we omitted the additional arguments of the term $Q_i$ in the formulation above. Then, an explicit Euler step with full step size $\tau$ is performed for the sinking term. This step is represented by the matrix $B_j^{\text{sink}}$. Since the sinking velocity is temporarily constant, this matrix does not depend on the time step $j$. Finally, an implicit Euler step for the diffusion operator is applied.
Due to $\kappa = \kappa(z, t)$ the resulting matrix $R_{\text{diff}}^\beta$ depends on $j$ and is non-symmetric [23, Section 5]. It is tridiagonal, and the system is solved directly by splitting it up into the four blocks. Writing this last step formally as a matrix inversion, formulation (7) corresponds to (2).

In the original discrete model (6) the time step $\tau$ is chosen as one hour. By choosing this time step all relevant processes are captured and further decrease of the time step does not improve the accuracy of the model. From now on, we refer to this version as the high-fidelity or fine model.

5. The low-fidelity model

In this paper we use a low-fidelity (or coarse) model which has a coarser time discretization to obtain a physically-based surrogate (cf. Section 6).

Using a coarser discretization (in space or time or both) is probably the most straightforward way to create a physical low-fidelity model and most likely quite easy to implement. It also turns out that such coarse models are quite suitable for our chosen correction approach yielding a reasonable approximation of our fine model (cf. Section 6).

5.1. Coarser time discretization

The coarse model is obtained by using a coarser time discretization with

$$\tilde{\tau} = \beta \tau$$

with $\tau = 1$ h, the time step of the fine model and with a coarsening factor $\beta \in \mathbb{N} \setminus \{0, 1\}$, while keeping the spatial discretization fixed. The state variable for this coarse discretized model will be denoted by $\tilde{y}$, the corresponding number of discrete time steps by $\tilde{M} = M / \beta$. Note that the parameters $u$ for this coarse model are the same as for the fine model. Fig. 2 shows the fine and coarse model output $y, \tilde{y}$ for the state dissolved inorganic nitrogen, for different values of $\beta$ and at the same randomly chosen parameter vector $u$.

It follows from Fig. 2 that the choice of the coarsening factor determines the quality of the coarse model. This will in turn affect the quality of a surrogate based on this model and hence will also affect the solution obtained by a SBO (cf. Section 3).

On the one hand, if choosing $\beta$ too large, we might not capture all relevant characteristics of the fine model output (cf. Fig. 2) while, in turn, the cost for one coarse model evaluation and hence of a SBO run will be low. The solution of this optimization might not be accurate enough or the algorithm may not converge. Moreover, it is important to keep in mind that choosing $\beta$ too large could lead to numerical instabilities [24] resulting in oscillations of the model output.

On the other hand, choosing a smaller value for $\beta$ will improve the accuracy of the coarse model and the surrogate whereas leading to an increased cost for one coarse model evaluation and a SBO run.

Overall, we seek for a reasonable trade-off between the accuracy and speed of the coarse model. By using a coarsening factor of $\beta = 40$, the most relevant characteristics of the fine model output can be captured while the cost for one coarse model evaluation is reasonably low. Furthermore, the resulting coarse model output does not show any numerical instabilities. This was investigated by visual inspection of the model output (cf. Fig. 2) and motivates the use of this value in the optimization.

6. The surrogate

The surrogate model is constructed here in a simple way using a multiplicative response correction of the coarse model. The correction term is calculated at the beginning of each iteration of the algorithm (4) using a single fine model evaluation. It turns out that this way of correcting the coarse model is quite suitable for the considered problem because the relation between the coarse and the fine model response values is rather well preserved for various sets of parameters $u$, at least locally.

6.1. Smoothing

As the coarse model output is very noisy (cf. Fig. 2), it is necessary to smooth the coarse and, consequently, also the fine model output before calculating the multiplicative correction factors. Initial experiments indicated (details omitted for the sake of brevity) that the surrogate-based optimization exploiting the unsmoothed model outputs is not able to yield a reasonable solution.

For the smoothing of the fine and coarse model output $\tilde{y}, y$, respectively, we use a walking average with span $\tilde{\alpha}$ given as:

$$\tilde{y}_j := \frac{1}{2n + 1} \sum_{m=-n}^{m=n} \tilde{y}_{j+m}$$

$$y_j := \frac{1}{2n + 1} \sum_{m=-n}^{m=n} y_{j+m}$$

(9)

where $j, i$ are the temporal and spatial indices, respectively (cf. (8)) and where we used the down-sampled fine model output denoted by $y^{d} \in \mathbb{R}^{n}$, which is given by

$$y_{j+i}^{d} := y_{j+i}, \quad j = 1, \ldots, \tilde{M}, \quad i = 1, \ldots, \tilde{l}$$

(10)

to be commensurable with the coarse model output. In this paper, we use $n = 3$. Also, the smoothing is performed twice. It was observed by visual inspection of the model outputs that this procedure allows us to remove the numerical noise and identify the main characteristics of the traces of interest. It turns out, also by visual inspection, that the chosen value of $n = 3$ and “double” smoothing are suitable for the considered problem.
Fig. 3 shows the fine and coarse model outputs as in Fig. 2 while here using smoothing and, for comparison with the curves in Fig. 2, again for different values of the coarsening factor $\beta$. As was motivated in Section 5.1, we use a coarse model with a coarsening factor of $\beta = 40$ in the optimization.

6.2. Response correction

In this work, the surrogate model output is generated, at iteration $k$ of the optimization process, by multiplicative correction of the coarse model output (cf. Section 3). The correction factor, denoted as $A_{kj}$, is defined by pointwise division of the smoothed fine by the smoothed coarse model output at the point $u_k$, i.e.,
\[
A_{kj} := \frac{\tilde{y}_j(u_k)}{y_j(u_k)}, \quad j = 1, \ldots, M, \quad k = 1, 2, \ldots,
\]
where $\tilde{y}_j$ is given by (9). We call $A_k := (A_{kj})_{j=1}^M \in \mathbb{R}^{M \times 1}$ the correction matrix in step $k$. We use it to write the correction step in iteration $k$ on the whole discrete state vector as
\[
s_k(u) := A_k \odot \tilde{y}(u), \quad s_k \in \mathbb{R}^M
\]
where the operation “$\odot$” is defined by (11).

Note that the surrogate model is constructed using just one evaluation of the fine model. This simple correction scheme is justified by the fact that the overall “shape” of the coarse model output resembles that of the fine one. In particular, the high-value outputs for both models are corresponding to each other on the time scale, which is the consequence of the coarse model being physically based. Also, the relative changes of the outputs while changing the model parameters are similar for both coarse and fine models so that the multiplicative correction seems to be a natural choice. It should be emphasized that our surrogate model does not use high-fidelity model sensitivity data. Still, as demonstrated in Section 8, it is able to yield remarkably good results, not only with respect to the quality of the final solution, but, most importantly, in terms of the low computational cost of the optimization process.

6.3. Consistency conditions and generalization capability

By definition, the surrogate model (11) satisfies the 0-order consistency condition (cf. (5)) in the point of alignment $u_k$, i.e.,
\[
s_k(u_k) = y^0(u_k).
\]
As we do not use sensitivity information, the 1st-order consistency condition cannot be satisfied exactly. Nevertheless, our surrogate model exhibits quite good generalization capability, which means that the surrogate provides a reasonable approximation of the fine one in the neighborhood of $u_k$. This is of primary importance from the point of view of the robustness of the optimization process.

In the following, in order to demonstrate the generalization property of the surrogate model, we analyze the quality of the surrogate during the optimization run.

For this purpose we consider an iterate, say $u_k$ and $u_k \in B_\varepsilon(u_k)$, i.e., in the ball around $u_k$ with the radius $\varepsilon$ which is an estimate for the step size or trust-region radius in this iteration step (cf. Section 3). The surrogate model $s_k$ is established at $u_k$ so that we have $s_k(u_k) = y^0(u_k)$. We would like to have at least approximate satisfaction of the 0-order consistency condition at $u_k$, i.e., $s_k(u_k) \approx y^0(u_k)$.

We performed this test of the generalization property in every iteration of our surrogate optimization and show here the results for one iteration at the beginning and one towards the end. Since the step size within the optimization usually decreases at the end we chose a smaller $\varepsilon$ in the second case. Fig. 4 shows the smoothed surrogate’s, fine and coarse model output at those two iterations.

Obviously, since the surrogate’s model output at $u_k$ exactly reproduces the fine model output at $u_k$, the surrogate exactly satisfies the 0-order consistency condition (6.3) in the point of alignment. Furthermore, in the neighborhood, the surrogate’s model output still provides a very reasonable approximation of the fine one. This is due to the fact that the relation between the coarse and the fine model output is rather well preserved for various sets of parameters $u$ (here $u_k$ and $u_k$), which, in turn, is a consequence of both the coarse and fine model enjoying the same underlying physics. This is also verified by Fig. 4 (upper) comparing the coarse and the fine model at these two parameter vectors.

Specifically, this setup demonstrates that towards the end of the optimization run, our surrogate has even better generalization properties, which improves the robustness of the optimization process.

Occasionally, there might occur a situation where the coarse model output is close to zero (and maybe even negative due to approximation errors) and a few magnitudes smaller than the fine one, which leads to large (possibly negative) entries in the corresponding correction tensor $A_k$. If this is only true in one iterate $u_k$, but not anymore in the neighborhood, the resulting surrogate might provide a poor approximation there. These issues can be dealt with using some simple means [25], e.g., by introducing upper and lower bounds for the multiplication factors as well as non-negative bounds for the model outputs (the negative output is non-physical and is a result of numerical errors due to using large time steps in the coarse model).

However, even without addressing these issues, our approach yields good results both in terms of the quality of the final solution and, most importantly, in terms of the relative reduction in the total optimization cost.
7. Optimization setup

The optimization approach proposed in this work has been tested using synthetic target data. We compare the quality of the solution and the computational cost of the surrogate-based optimization to those obtained by direct fine and coarse model optimization. For all optimizations we used the MATLAB\textsuperscript{1} function \texttt{fmincon}, exploiting the active-set algorithm.

At a randomly chosen parameter vector $u_d \in U_{ad}$ we computed the fine model output $y_d(u_d)$ and down-sampled it to be commensurable with the coarse and surrogate model outputs. The resulting data set is used as our synthetic target data $y_f$, and given as:

$$\langle y_f \rangle_i := y_d(u_d), \quad j = 1, \ldots, \hat{M}, \quad i = 1, \ldots, I,$$

where $y^d$ was defined in (10).

7.1. Cost functions

Now we define the following cost functions:

$$\begin{align*}
J(z) := ||z - y_f||^2 &= \sum_{i=1}^{I} \sum_{j=1}^{\hat{M}} (z_{ij} - \langle y_f \rangle_j)^2, \\
J(z) := ||z - \tilde{y}_d||^2 &= \sum_{i=1}^{I} \sum_{j=1}^{\hat{M}} (z_{ij} - \langle \tilde{y}_d \rangle_j)^2, \quad z \in \mathbb{R}^{IM}.
\end{align*}$$

Note that, since for the optimization of the coarse model and the surrogate we have to consider the smoothed model output (see Section 6.1), we also have to consider the smoothed target data, yielding $\tilde{y}_d$.

In order to yield a fair comparison between the results obtained from direct fine model optimization and those obtained from coarse model and surrogate optimization we also consider the sampled fine model output $y^d$ given by (10) for the fine model optimization. We thus have the following three optimization problems:

- **Fine model optimization:**
  $$u^* := \arg\min_{u \in U_{ad}} J(y^d(u))$$

- **Coarse model optimization:**
  $$\hat{u}^* := \arg\min_{\hat{u} \in \hat{U}_{ad}} J(\tilde{y}(\hat{u}))$$

- **Surrogate optimization:**
  $$u_{k+1} = \arg\min_{u \in U_{ad}} J(s_k(u)), \quad k = 0, 1, \ldots$$

We furthermore constitute that using smoothing of the fine model output is not essential. However it actually turned out that even when using smoothing, results of the fine model optimization are not significantly affected.

7.2. Optimization cost

We will denote the total optimization cost of the surrogate, the fine and of the coarse model optimization by $C_s$, $C_f$ and $C_c$, respectively.

This cost is given in terms of the total number of equivalent fine model evaluations. For example, $\beta$ evaluations of the coarse model used here with a coarsening factor $\beta$ are equivalent to (or, as expensive as) one fine model evaluation. On the other hand, the cost of one iteration of the surrogate-based optimization procedure (in

\[\text{MATLAB} \text{ is a registered trademark of The MathWorks, Inc. http://www.mathworks.com.}\]
terms of equivalent fine model evaluations) equals to the number of coarse model evaluations necessary to optimize the surrogate model divided by \( \beta \), and increased by one (since there is only one fine model evaluation necessary per iteration).

8. Results and discussion

The operation and performance of the proposed algorithm is illustrated through the results of an exemplary test run with \( I = 33 \cdot 4 \), \( M = 8760 \cdot 5 \) and \( \beta = 40 \), which means that we obtain \( \tilde{M} = M/\beta = 1085 \) discrete time steps for the coarse model.

Below, we consider the following quantities:

(i) The target \( y_\beta \), i.e., the sampled fine model output at a randomly chosen parameter vector \( u_\beta \).

(ii) The sampled fine model output \( y^\beta \) at another randomly chosen parameter vector \( u_0 \), serving as initial value of the optimization runs.

(iii) At the result \( u^\beta \) of a coarse model optimization.

(iv) At the result \( u^* \) of the surrogate-based optimization.

(v) At the output of a fine model optimization yielding \( u^* \).

For the comparison of the results of the three optimization approaches we use the value of the cost function \( J \) given in (12), i.e., the one using the sampled fine model output and unsmoothed target data.

For the results provided in the following paragraph, 13 re-alignments (cf. Section 3) of the surrogate were required to satisfy the termination condition \( J(y^\beta(u_\beta)) \leq 50 \). This particular value was selected as it ensures good visual agreement between the fine model output and the target. Furthermore, we used a specific number of iterations within each surrogate optimization run (4, here 7). The reason is that it is not necessary to run the surrogate model optimization until convergence: an approximate solution is sufficient as the surrogate model is not perfectly accurate so that using a fixed (and rather limited) number of function calls allows us to reduce the computational cost of the optimization process. We should also point out that choosing the above termination condition is up to the user and it is generally problem dependent. We refer the reader to Section 8.2 for a more thorough discussion.

Altogether, a good agreement between (i) and (v) would indicate a high quality of the algorithm exploited to optimize the model (fine/coarse/surrogate), whereas a good agreement between (iv) and (v) would mean that the SBO works well.

8.1. Numerical results

Fig. 5 illustrates the results of the fine, coarse model and surrogate optimization for the randomly chosen initial parameter vector \( u_0 \). Corresponding parameters and values of the cost function \( J \) are given in Table 1. Furthermore, the table shows the total optimization cost of the fine model \( C_f \), the coarse model \( C_f \) and of the surrogate optimization \( C_s \) as were described in Section 7.2.

Note that Fig. 5 shows selected (representative) tracers for a part of the whole time interval at some distinct depth layers only. The total number of depth layers considered in the optimization process is 33 and the entire time scale is 43,800 so that it is impossible to present a full model output here. We emphasize that the qualitative behavior of the other tracers and at different times and spatial layers is similar.

Fig. 5 indicates that the direct fine model optimization yields a very reasonable final solution \( y^\beta(u^\beta) \) of the target data \( y_\beta \). This corresponds to a cost function value of \( J(y^\beta(u^\beta)) = 1,267 \cdot 02 \) obtained after 983 function evaluations (cf. Table 1), hence leading to the optimization cost of \( C_f = 983 \). Furthermore, in can be observed that the parameters \( u^\beta \) obtained by coarse model optimization provide only a rough approximation \( y^\beta(u^\beta) \) of the target data corresponding to \( J(y^\beta(u^\beta)) = 2,96 \cdot 03 \). The optimization cost is only \( C_f = 11,275 \) equivalent fine model evaluations. Optimization of the surrogate finally provides a solution \( u^* \) with a remarkably good optimal fit \( y^\beta(u^*) \) and parameter match corresponding to a cost function of \( J(y^\beta(u^*)) = 48,527 \).

The key point is that the computational cost of the SBO is lower, only \( C_s = 59,575 \) equivalent fine model evaluations were required to yield \( u^* \). Roughly the same cost function value \( J = 48 \) was obtained by direct fine model optimization after \( C_f = 375 \) model evaluations. Altogether, a reduction in the total optimization cost of about 84% could be obtained by using this SBO approach.

We point out that the performance looks similar for other initial conditions \( u_0 \) as well as for other target data. It is also worth noticing that although using different routines for fine/surrogate model optimization might yield different results, the relative reduction in the total optimization cost using the surrogate in the optimization run would probably be maintained. For example, in [15] better cost function values were obtained by direct fine model optimization using a different optimization method (other than MATLAB’s fmincon) for the same problem and the same model.

8.2. Appropriate choice of number of alignment steps

It should be emphasized again that the SBO method presented in this paper does not use sensitivity information and that the surrogate model satisfies exactly only the 0-order consistency condition with the fine model (cf. Section 6.3). Because of the specific choice of the model alignment method that is tailored to the relationship between the coarse and the fine model, our algorithm is able to yield a rapid improvement of the cost function. On the other hand, the algorithm convergence can be quite slow in the vicinity of the optimal solution. Both points are illustrated in the following paragraphs.

Results are presented in Fig. 6 showing the value of the cost function \( J \) (cf. (12)) calculated at the single iterates of the fine and coarse model optimization runs (Fig. 5 and Table 1) and at those of this extended surrogate optimization run. The x-axis represents the number of equivalent fine model evaluations which were required to reach the given value of the cost function. The same figure indicates several points corresponding to the specific values of the reduction in the total optimization cost.

The point showing 84% reduction marks the result \( u^* \) which we presented in the previous paragraph corresponding to a value of the cost function \( J(y^\beta(u^*)) = 48 \) (cf. Fig. 5, Table 1).

The figure also shows that approximately 95% reduction could be achieved after only 4 equivalent fine model evaluations corresponding to a termination condition of \( J(y^\beta(u_\beta)) \leq 2780 \). Of course the quality of the final solution at this point is not as good as the quality of the solution given above in Fig. 5 and Table 1, i.e., the one obtained after approximately equivalent 60 fine model evaluations. It is worth noticing that with even more than those 60 model evaluations, no significant reduction in the cost function value \( J \) can be further achieved by the surrogate optimization process.

Decreasing the threshold value in the termination condition to \( J(y^\beta(u_\beta)) \leq 0.1 \) leads to a significant increase of the number of equivalent fine model evaluations in the SBO of approximately 400.

On the other hand, optimization of the coarse model yields a solution \( u^\beta \), which was obtained after approximately 11 equivalent fine model evaluations (cf. Table 1) corresponding to \( J(y^\beta(u^\beta)) = 2960 \). This result is much worse than that obtained using the surrogate.
Fig. 5. Fine model output $y_0^g$ (down-sampled) for state dissolved inorganic nitrogen (left) and the state detritus (right) at depth $z = -2.68 \, \text{m}$ (top) and $z = -184.32 \, \text{m}$ (bottom). Shown are, in the legend from top to bottom: (i) Target $y_i$, i.e., the sampled fine model output at a randomly chosen parameter vector $u_i$, (ii) fine model output at the initial value $u_0$, (iii) at the result of the direct fine model optimization yielding $u^*$, (iv) at the coarse model optimum $\hat{u}$ and (v) at the optimum $\hat{u}$ obtained by surrogate optimization. Curves corresponding to (i), (iii) and (v) are very close. For clarity, the sampled fine model output is only shown at the selected (representative) time intervals. In the lower figures, a greater section can be shown since the model output at this deeper depth layer is not as noisy as in upper layers.

Table 1

<table>
<thead>
<tr>
<th>Iterate</th>
<th>$u_{i1}$</th>
<th>$u_{i2}$</th>
<th>$\ldots$</th>
<th>$u_{i11}$</th>
<th>$J( y_{i0}^g )$</th>
<th>$C_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$u_0$</td>
<td>0.718</td>
<td>0.314</td>
<td>0.018</td>
<td>0.06</td>
<td>0.026</td>
<td>1.992</td>
</tr>
<tr>
<td>Coarse model optimization: $u^*$ := $\arg\min_{u_{i0}} J(y_i^g(u))$</td>
<td>0.747</td>
<td>0.596</td>
<td>0.025</td>
<td>0.01</td>
<td>0.01</td>
<td>0.999</td>
</tr>
<tr>
<td>Surrogate optimization: $\tilde{u}$ := $\arg\min_{u_{i0}} J(\tilde{y}(u))$</td>
<td>$u^*$ := $\arg\min_{u_{i0}} J(\hat{y}(u))$</td>
<td>0.3</td>
<td>1.066</td>
<td>0.036</td>
<td>0.065</td>
<td>0.004</td>
</tr>
<tr>
<td>$u_1$</td>
<td>0.705</td>
<td>0.626</td>
<td>0.044</td>
<td>0.015</td>
<td>0.06</td>
<td>0.937</td>
</tr>
</tbody>
</table>

Fig. 6. The values of the cost function $J$ (cf. (12)) versus the equivalent number of fine model evaluations for the fine, coarse and the SBO run. Several points corresponding to various values of the relative reduction in the total optimization cost (SBO versus straightforward fine model optimization) are also indicated. Results of fine model and surrogate optimization given in Fig. 5 and Table 1 correspond to the point marked as ~84%.
9. Conclusions

Parameter optimization in climate models can be very expensive in terms of the cost function and gradient evaluations, especially for three-dimensional cases. Therefore, methods that aim at reducing the optimization cost, including surrogate-based optimization techniques, are highly desirable.

In this paper, we successfully applied a surrogate optimization technique to the optimization of a one-dimensional coupled marine ecosystem model. We use a physically-based surrogate constructed from a low-fidelity (or coarse) model that is the same as the original, high-fidelity (or fine) one, but utilizes a coarser time discretization. The surrogate is constructed through a simple multiplicative response correction of the coarse model. We demonstrated that the relation between the coarse and the fine model response values is rather well preserved for various sets of parameters, which shows that our correction method is quite suitable for the considered problem.

The optimization approach proposed in this work has been verified using synthetic target data. We furthermore compared the results, both in terms of the quality of the solution and the computational cost, to those obtained by direct fine and coarse model optimization. Although the direct fine model optimization yields an almost exact fit of the target data, its computational cost is high. On the other hand, the surrogate-based optimization produces a remarkably good results (both in terms of the quality of the final solution and the corresponding parameters) within a very few number of fine model evaluations only, resulting in a significant reduction of the total optimization cost of over 84%.
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1 Introduction

Numerical simulations nowadays play an important role to simulate the earth’s climate system and to forecast its future behavior. The processes to be modeled and simulated are ranging from fluid mechanics (in atmosphere and oceans) to bio- and biochemical interactions, e.g., in marine or other type of ecosystems. The underlying models are typically given as time-dependent partial differential or differential algebraic equations [7, 10, 12].

Among them, marine ecosystem models describe photosynthesis and other biogeochemical processes in the marine ecosystem that are important, e.g., to compute and predict the oceanic uptake of carbon dioxide (CO2) as part of the global carbon cycle [17]. They are typically coupled to ocean circulation models.
Since many important processes are non-linear, the numerical effort to simulate the whole or parts of such a coupled system with a satisfying accuracy and resolution is quite high.

There are processes in the climate system where even without much simplification (through e.g. “parametrizations” to reduce the system size, see for example [12]) several quantities or parameters are unknown or very difficult to measure. This is for example the case for growth and dying rates in marine ecosystem models [5, 17], one of which our work in this paper is based on. Before a transient simulation of a model (e.g., used for predictions) is possible, the latter has to be calibrated, i.e., relevant parameters have to be identified using measurement data (sometimes also known as data assimilation). For this purpose, large-scale optimization methods become crucial for a climate system forecast.

The aim of parameter optimization is to adjust or identify the model parameters such that the model response fits given measurement data. The mathematical task thus can be classified as a least-squares type optimization or inverse problem [2, 3, 21]. This optimization (or calibration) process requires a substantial number of function and optionally sensitivity or even Hessian matrix evaluations. Evaluation times for the high-fidelity model of several hours, days or even weeks are not uncommon. As a consequence, optimization and control problems are often still beyond the capability of modern numerical algorithms and computer power. For such problems, where the optimization of coupled marine ecosystem models is a representative example, development of faster methods that would reduce the number of expensive simulations necessary to yield a satisfactory solution becomes critical.

Computationally efficient optimization of expensive simulation models (high-fidelity or fine models) can be realized using surrogate-based optimization (SBO), see for example [1, 6, 9, 15]. The idea of SBO is to exploit a surrogate, a computationally cheap and yet reasonably accurate representation of the high-fidelity model. The surrogate replaces the original high-fidelity model in the optimization process in the sense of providing predictions of the model optimum. Also, it is updated using the high-fidelity model data accumulated during the process. The prediction-updating scheme is normally iterated in order to refine the search and to locate the high-fidelity model optimum as precisely as possible. One of possible ways of creating the surrogate, our work in this paper is based on, is to utilize a physics-based low-fidelity (or coarse) model. The development and use of low-fidelity models obtained by, e.g., coarser discretizations (in time and/or space) or by parametrizations is common in climate research [12], whereas their applications for surrogate-based parameter optimization in this area is new.

In [14], a surrogate-based methodology has been developed for the optimization of climate model parameters. As a case study, a selected representative of the class of one-dimensional marine ecosystem models was considered. Since biochemistry mainly happens locally in space and since the complexity of the biogeochemical processes included in this specific model is high, this model serves as a good test example for the applicability of surrogate-based optimization ap-
proaches. The technique described in [14] is based on a multiplicative response correction of a temporally coarser discretized physics-based low-fidelity model. It has been successfully applied and demonstrated to yield substantial computational cost savings of the optimization process when compared to a direct optimization of the high-fidelity model.

In this paper, we demonstrate that by employing simple modifications of the original response correction scheme, one can improve the surrogate’s accuracy, as well as further reduce the computational cost of the optimization process. We verify our approach by using synthetic target data and by comparing the results of SBO with the improved surrogate to those obtained with the original one. The optimization cost is reduced three times when compared to previous results, i.e., from about 15% to only 5% of the cost of the direct high-fidelity ecosystem model optimization (used as a benchmark method). The corresponding time savings are increased to from 84% to 95%.

It should be emphasized that the proposed approach does not rely on high-fidelity model sensitivity data. As a consequence, the first-order consistency condition between the surrogate and the high-fidelity model (i.e., agreement of their derivatives) is not fully satisfied. Nevertheless, the combination of the knowledge about the marine system under consideration embedded in the low-fidelity model and the response correction is sufficient to obtain a quality solution in terms of good model calibration, i.e., its match with the target output.

The paper is organized as follows. The high-fidelity ecosystem model, considered here as a test problem, as well as the low-fidelity counterpart that we use as a basis to construct the surrogate model, are described in Section 2. The optimization problem under consideration is formulated in Section 3. The original and improved response correction schemes and the comparison of the corresponding surrogate model qualities are discussed in Section 4. Numerical results for an illustrative SBO run are provided in Section 5. Section 6 concludes the paper.

2 Model Description

The considered example for the class of one-dimensional marine ecosystem models simulates the interaction of dissolved inorganic nitrogen, phytoplankton, zooplankton and detritus (dead material), thus is of so-called NPZD type [13]. The model uses pre-computed ocean circulation and temperature data from an ocean model (in a sometimes called off-line mode), i.e., no feedback by the biogeochemistry on the circulation and temperature is modeled, see again [13]. The original high-fidelity (fine) model and its low-fidelity (coarse) counterpart which we use as a basis to construct a surrogate for further use in the optimization process are briefly described below.

2.1 The High-Fidelity Model

The NPZD model simulates one water column at a given horizontal position. This is motivated by the fact that there have been special time series studies at
fixed locations. Clearly, the computational effort in a one-dimensional simulation is significantly smaller than in the three-dimensional case. However, as pointed out in the introduction, the model — from point of view of the complexity of the included processes — serves as a good test example for the applicability of SBO approaches.

In the NPZD model, the concentrations (in mmol N m\(^{-3}\)) of dissolved inorganic nitrogen \(N\), phytoplankton \(P\), zooplankton \(Z\), and detritus (i.e., dead material) \(D\) are summarized in the vector \(y = (y(l))_l = N, P, Z, D\) and described by the following coupled PDE system

\[
\begin{align*}
\partial y^{(l)}(t) &= \frac{\partial}{\partial z} \left( \kappa \frac{\partial y^{(l)}}{\partial z} \right) + Q^{(l)}(y, u_2, \ldots, u_n), \quad l = N, P, Z, \\
\partial y^{(D)}(t) &= \frac{\partial}{\partial z} \left( \kappa \frac{\partial y^{(D)}}{\partial z} \right) + Q^{(D)}(y, u_2, \ldots, u_n) - \frac{\partial y^{(D)}}{\partial z} u_1, \quad l = D,
\end{align*}
\]

in \((-H, 0) \times (0, T)\), with additional appropriate initial values. Here, \(z\) denotes the only remaining, vertical spatial coordinate, and \(H\) the depth of the water column. The terms \(Q^{(l)}\) are the biogeochemical coupling (or source-minus-sink) terms for the four tracers and \(u = (u_1, \ldots, u_n)\) is the vector of unknown physical and biological parameters, with \(n = 12\) for this specific model. The sinking term (with the sinking velocity \(u_1\)) is only apparent in the equation for detritus. In the one-dimensional model no advection term is used, since a reduction to vertical advection would make no sense. Thus, the circulation data (taken from an ocean model) are the turbulent mixing coefficient \(\kappa = \kappa(z, t)\) and the temperature \(\Theta = \Theta(z, t)\), which goes into the nonlinear coupling terms \(Q^{(D)}\) but is omitted in the notation.

The parameters \(u\) to be optimized are, for example, growth and dying rates of the tracers and thus appear in the nonlinear coupling terms \(Q^{(l)}_{i=N, P, Z, D}\) in (1). For the sake of brevity and for the purpose of this paper we omit the explicit formulation of the coupling terms as well as the explicit physical meaning of the involved parameter. For details we refer the reader to [13, 16].

### 2.2 Numerical Solution

The continuous model (1) is discretized and solved using an operator splitting method [11], an explicit Euler time stepping scheme for the nonlinear coupling terms \(Q\) and the sinking term while using an implicit scheme for the diffusion term. For further details we refer the reader to [13, 14].

More explicitly, in every discrete time step, at first the nonlinear coupling operators \(Q_j\) (that depend on \(t_j\) directly and/or via the temperature field \(\Theta\)) are computed at every spatial grid point and integrated by four explicit Euler steps with step size \(\tau/4\). Then, an explicit Euler step with full step size \(\tau\) is performed for the sinking term. Finally, an implicit Euler step for the diffusion operator, again with full step size \(\tau\), is applied.

In the original model, the time step \(\tau\) is chosen as one hour. By choosing this time step, all relevant processes are captured and further decrease of the time
step does not improve the accuracy of the model. The model with this particular time step will be referred to as the high-fidelity or fine one in the following.

We furthermore denote by \( y_j \approx y(\cdot, t_j) \) the discrete fine model solution of the continuous model (1) in time step \( j \) (containing all tracers \( N, P, Z, D \)) given as

\[
y_j = (y_{ji})_{i=1,\ldots, I}, \quad j = 1, \ldots, M_f, \quad y \in \mathbb{R}^{M_f I}, \quad I = n_z n_t,
\]

where \( I \) denotes the number of spatial discrete points \( n_z \) times the number of tracers \( n_t \), which is four for the considered model, and where \( M_f \) denotes the total number of discrete time steps, given the discrete time step \( \tau_f \). More specifically, the model consists of \( n_z = 66 \) vertical layers and is integrated over totally \( M_f = 8760 \) time steps/year \( \times \) 5 years = 43800 discrete time steps. We will furthermore use the subscript \( f \) to distinguish the relevant fine model variables, which read \( y_f, \tau_f \) and \( M_f \), from those we will introduce for the coarse model, respectively.

2.3 The Low-Fidelity Model

Marine ecosystem models, are typically given as coupled time-dependent partial differential equations, compare [5, 17]. One straightforward way to introduce a low-fidelity (or coarse) model for these models is to reduce the spatial and/or temporal resolution, whereas, in this paper, we exploit the latter one.

The coarse model, which is a less accurate but computationally cheap representation of \( y_f \) is obtained by using a coarser time discretization with a discrete time step \( \tau_c \) given as

\[
\tau_c = \beta \tau_f,
\]

with a coarsening factor \( \beta \in \mathbb{N} \setminus \{0,1\} \), while keeping the spatial discretization fixed. The state variable for this coarser discretized model will be denoted by \( y_c \), the corresponding number of discrete time steps by \( M_c = M_f / \beta \), i.e., we have

\[
(y_c)_j = ((y_c)_{ji})_{i=1,\ldots, I}, \quad j = 1, \ldots, M_c, \quad y_c \in \mathbb{R}^{M_c I}, \quad I = n_z n_t.
\]

Note that the parameters \( u \) for this model are the same as for the fine one.

Clearly, the choice of the temporal discretization, or equivalently, the coarsening factor \( \beta \), determines the quality of the coarse model and of a surrogate if based upon the latter one. Moreover, both the computational cost, the performance and quality of the solution obtained by a SBO process might be affected.

Altogether, we seek for a reasonable trade-off between the accuracy and speed of the coarse model. From numerical experiments, a value of \( \beta = 40 \) turned out to be a reasonable choice, as was shown in [14]. Numerical results presented in Section 4 demonstrate that such a coarse model leads to a reliable approximation of the original fine ecosystem model when a response correction technique as described in this paper is utilized. Furthermore, it was observed that, for this specific choice of \( \beta \), while additionally restricting the parameter \( u_1 \), i.e., the sinking velocity, using an appropriate upper bound, the resulting model response does not show any numerical instabilities.
3 Optimization Problem

The task of parameter optimization in climate science typically is to minimize a least-squares type cost function measuring the misfit between the discrete model output $y = y(u)$ and given observational data $y_d$ [2, 21]. In most cases, the problem is constrained by parameter bounds. The optimization problem can generally be written as

$$\min_{u \in U_{ad}} J(y(u)),$$  \hspace{1cm} (5)

where

$$J(y) := ||y - y_d||^2,$$  \hspace{1cm} (6)

$$U_{ad} := \{u \in \mathbb{R}^n : b_l \leq u \leq b_u\}, \quad b_l, b_u \in \mathbb{R}^n, \quad b_l < b_u .$$

The inequalities in the definition of the set $U_{ad}$ of admissible parameters are meant component-wise. The functional $J$ may additionally include a regularization term for the parameters. However, from numerical experiments, it turned out that such a term is not necessary to ensure a well performing optimization process.

Additional constraints on the state variable $y$ might be necessary, e.g., to ensure non-negativity of the temperature or of the concentrations of biogeochemical quantities. In our example model, however, by using appropriate parameter bounds $b_l$ and $b_u$, non-negativity of the state variables can be ensured. This was already observed and used in [16].

4 Surrogate-Based Optimization

For many nonlinear optimization problems, a high computational cost of evaluating the objective function and its sensitivity, and, in some cases, the lack of sensitivity information, is a major bottleneck. The need for decreasing the computational cost of the optimization process is especially important while handling complex three-dimensional models.

Surrogate-based optimization [1, 6, 9, 15] is a methodology that addresses these issues by replacing the original high-fidelity or fine model $y$ by a surrogate, in the following denoted by $s$, a computationally cheap and yet reasonably accurate representation of $y$.

Surrogates can be created by approximating sampled fine model data (functional surrogates). Popular techniques include polynomial regression, kriging, artificial neural networks and support vector regression [15, 18, 19]. Another possibility, exploited in this work, is to construct the surrogate model through appropriate correction/alignment of a low-fidelity or coarse model (physics-based surrogates) [20].

Physics-based surrogates inherit physical characteristics of the original fine model so that only a few fine model data is necessary to ensure their good
alignment with the fine model. Moreover, generalization capability of the physics-based models is typically much better than for functional ones. As a results, SBO schemes working with this type of surrogates normally require small number of fine model evaluations to yield a satisfactory solution. On the other hand, their transfer to other applications is less straightforward since the underlying coarse model and chosen correction approach is rather problem specific. The specific correction technique exploited in this work is recalled in Section 4.1 (see also [14]).

The surrogate model is updated at each iteration $k$ of the optimization algorithm, typically using available fine model data from the current and/or also from previous iterates. The next iterate, $u_{k+1}$, is obtained by optimizing the surrogate $s_k$, i.e.,

$$u_{k+1} = \arg\min_{u \in U_{ad}} J(s_k(u)),$$

where, again $U_{ad}$ denotes the set of admissible parameters. The updated surrogate $s_{k+1}$ is determined by re-aligning the coarse model at $u_{k+1}$ and optimized again as in (7). The process of aligning the coarse model to obtain the surrogate and subsequent optimization of this surrogate is repeated until a user-defined termination condition is satisfied, which can be based on certain convergence criteria, assumed level of cost function value or a specific number of iterations (particularly if the computational budget of the optimization process is limited).

If the surrogate $s_k$ satisfies so-called zero-order and first-order consistency conditions with the fine model at $u_k$, i.e.,

$$s_k(u_k) = y_f(u_k), \quad s'_k(u_k) = y'_f(u_k),$$

with $y'$ and $s'_k(u_k)$ denote the derivatives of the responses, the surrogate-based convergent scheme (7) is provable convergent to at least a local optimum of (5) under mild conditions regarding the coarse and fine model smoothness, and provided that the surrogate optimization scheme (7) is enhanced by the trust-region (TR) safeguard, i.e.,

$$u_{k+1} = \arg\min_{u \in U_{ad}, \|u - u_k\| \leq \delta_k} J(s_k(u)),$$

with $\delta_k$ being the trust-region radius updated according to the TR rules. We refer the reader to e.g. [4, 8] for more details.

### 4.1 Surrogate Model Using Basic Multiplicative Response Correction

It has been found in [14] that a natural way of constructing the surrogate would be multiplicative response correction. This approach is motivated by the fact that the qualitative relation of the fine and coarse model response is rather well preserved (at least locally) while moving from one parameter vector to another. As a result, a multiplicative correction allows constructing a surrogate model with a good generalization capability. The technique is briefly recalled below.
The surrogate response $s_k(u)$, at iteration $k$ of the optimization process, is generated by multiplicative correction of the \textit{smoothed} coarse model response, denoted by $\tilde{y}_c$, which we briefly formulate as

$$
\begin{align*}
\begin{aligned}
s_k(u) & := a_k \tilde{y}_c(u), \\
a_k & := \frac{\tilde{y}_f^\beta(u_k)}{\tilde{y}_c(u_k)}
\end{aligned}
\end{align*}
$$

where $k = 1, 2, \ldots$ and $\beta = M_f/M_c$.

where the operations in (10) are meant point-wise and where $a_k$ denote the correction factors which are included in the vector $a_k$. They are defined as the point-wise division of the smoothed and \textit{down-sampled} fine model response, denoted by $\tilde{y}_f^\beta$, by the smoothed coarse model response at the point $u_k$.

It was observed that smoothing allows us to remove the numerical noise from the coarse model response and identify the main characteristics of the traces of interest (see [14] for details). The fine model response is smoothed accordingly in the formulation (10).

Down-sampling was necessary to make the fine model response commensurable with the corresponding response of the coarse model. The down-sampled fine model response $y_f^\beta$ is simply given as

$$
y_f^\beta := y_{\beta j i}, \quad j = 1, \ldots, M_c, \quad i = 1, \ldots, I.
$$

By definition, the surrogate model is zero-order consistent with the (down-sampled and smoothed) fine model in the point $u_k$, i.e.,

$$
s_k(u_k) = \tilde{y}_f^\beta(u_k).
$$

As we do not use sensitivity information from the fine model, the first-order consistency condition cannot be satisfied exactly. Nevertheless, as was shown in [14], this surrogate model exhibits quite good generalization capability, which means that the surrogate provides a reasonable approximation of the fine one in the neighborhood of $u_k$.

Figure 1 shows the surrogate’s, fine (down-sampled) and coarse model responses $s_k$, $\tilde{y}_f^\beta$ and $\tilde{y}_c$ at two different points, $u_k$ and $\tilde{u}_k$. The surrogate model is established at $u_k$ and, therefore, its response is perfectly aligned with the one of the fine model at $u_k$, whereas its prediction is still reasonably accurate at $\tilde{u}_k$.

Note that only the selected tracers for a chosen section in the whole time interval and at one selected depth layer are shown. The total dimension of the model response is too large to present a full response here. We emphasize that shown responses are representative for the overall qualitative behavior the other tracers, time sections and depth layers.

### 4.2 Difficulties of Basic Surrogate Formulation

Occasionally, when using the surrogate given in (10), there might occur a situation where the coarse model response is close to zero (and maybe even negative
Fig. 1: Surrogate’s, fine (down-sampled, smoothed) and coarse (smoothed) model responses \( s_k, \tilde{y}_f^\beta \) and \( \tilde{y}_c \) for the tracer detritus at the uppermost depth layer at two points \( u_k \) and corresponding perturbation \( \bar{u}_k \), illustrating the generalization capability of the surrogate. Due to approximation errors) and a few magnitudes smaller than the fine one, which leads to large (possibly negative) correction factors \( a_k \). While such a correction ensures zero-order consistency at the point where it was established (i.e., \( u_k \)), it may lead to (locally) poor approximation in the vicinity of \( u_k \).

Figures 2 and 3 (top) illustrate these issues by showing the smoothed surro-gate’s, fine (down-sampled) and coarse model responses \( s_k, \tilde{y}_f^\beta \) and \( \tilde{y}_c \) for the state detritus at one illustrative time interval and depth layer. Shown are the model responses at the same points \( u_k \) and its neighborhood \( \bar{u}_k \in B_\delta(u_k) \) as in Figure 1.

It should be pointed out that the overall shape of the surrogate’s response still provides a reasonable approximation of the fine model one (and more accurate than the corresponding coarse model response) despite of the distortion illustrated in Figures 2 and 3. This is supported by the fact that even without addressing these issues, the SBO was able to yield satisfactory results, not only with respect to the quality of the final solution, but, most importantly, in terms of the low computational cost of the optimization process. This was already demonstrated in [14].

4.3 Improved Response Correction Scheme

The response distortion described in the previous section is problematic towards the end of the surrogate-based optimization run when a higher accuracy of the
surrogate is required to locate the fine model optimum more accurately. The "spikes" appearing in the response due to large values of the correction term can be viewed, in a way, as a numerical noise that slows down the algorithm convergence and makes the optimum more difficult to locate.

A few simple means described below can address these issues and further improve the accuracy of the surrogate’s response as well as the performance of the optimization algorithm. We introduce non-negative bounds for the coarse model response (the negative response is non-physical and is a result of numerical errors due to using large time steps in the numerical solution of the coarse model) and an upper bound $a_{ub}$ for the correction factors. We furthermore restrict the correction factors to one in case the fine and coarse model responses are below a certain threshold $\epsilon$ which should be of the order of the discretization error below which the responses can be treated as zero.

More specifically, the following modifications of the model outputs and the scaling factors are performed for each iteration $k$

\[
(i) \quad y_c = \begin{cases} 
0; & \text{if } y_c \leq 0 \\
 y_c; & \text{else} 
\end{cases}, \quad (ii) \quad a_k = \begin{cases} 
a_{ub}; & \text{if } a_k \geq a_{ub} \\
a_k; & \text{else} 
\end{cases},
\]

\[
(iii) \quad a_k = 1 \text{ if } (\tilde{y}_f^\beta \leq \epsilon \text{ and } \tilde{y}_c \leq \epsilon),
\]

where the operations are again meant point-wise and where (i) is applied before smoothing. From numerical experiments, $a_{ub} = 10$ turned out to be a reasonable choice and we furthermore consider $\epsilon = 10^{-4}$.

Fig. 2: Responses as in Figure 1 for a different time interval using the basic surrogate formulation (10) (top) and exploiting the modifications (13) of the response correction scheme (bottom).
Figure 2 (bottom) shows the surrogate’s, fine (down-sampled) and coarse model response for the same illustrative tracer, time interval and depth layer, however, while employing the improvements given in (13). It can be observed that the positive and negative peaks present in the surrogate responses shown in Figure 2 (top) are removed after applying (13). As additional evidence, Figure 3 (bottom) shows the same model responses but for a different section within the whole time interval.

The numerical results presented in Section 5 demonstrate that this enhanced response correction scheme allows us to further improve the computational efficiency of the SBO.

5 Numerical Results

For all optimization runs, we use the MATLAB\(^1\) function fmincon, exploiting the active-set algorithm. The following cost functions

\[
J(z) := \| z - y_d \|^2 = \sum_{i=1}^{I} \sum_{j=1}^{M_c} (z_{ji} - (y_d)_{ji})^2, \quad (14)
\]

\[
\tilde{J}(z) := \| z - \tilde{y}_d \|^2 = \sum_{i=1}^{I} \sum_{j=1}^{M_c} (z_{ji} - (\tilde{y}_d)_{ji})^2, \quad (15)
\]

\(^1\)MATLAB is a registered trademark of The MathWorks, Inc., http://www.mathworks.com
were the target data – as a test case – is given by model generated, attainable
data as
\[ y_d := y_\beta^f(u_d). \]

For the optimization runs presented in this paper we employ the following cost functions: for the fine model optimization, we use (14) with \( z = y_\beta^f \), for the coarse model optimization, (15) with \( z = y_c \) and for the SBO, (15) with \( z = s_k \), whereas (14) was used in the termination condition and to compare the results and where the down-sampled fine model response \( y_\beta^f \) is defined by (11). Sampling was necessary to yield a comparable fine model optimization run while in (15) the smoothed target data is considered accordingly, since the coarse model and thus also the surrogate’s response are smoothed. Note that the cost functions we employ are not normalized by the total number of discrete model points. The dimension of the responses is of the order of \( 10^5 \). Clearly, this has to be taken into account for presented cost function values in the following.

We perform an exemplary direct fine and coarse model optimization as well as a SBO based on the surrogate in (10) exploiting the original and improved response correction scheme (cf. Sections 4.1, 4.3). In the following, the solutions of the four optimization runs are compared through visual inspection of the (down-sampled) fine model response \( y_\beta^f \) and the corresponding cost function value \( J(y_\beta^f) \) (cf. (14)) at the respective optima.

The optimization cost is measured in equivalent fine model evaluations which are determined taking into account the coarsening factor \( \beta \). More specifically, one evaluation of the coarse model with a coarsening factor \( \beta \) is equivalent to \( 1/\beta \) evaluations of the fine model. On the other hand, the cost of one iteration of the SBO (in terms of equivalent fine model evaluations) equals to the number of coarse model evaluations necessary to optimize the surrogate model divided by this factor \( \beta \), and increased by the cost for the response correction. Recall that the specific correction (10) we use in this paper requires one fine model evaluation only.

Figure 4 shows the value of the cost function \( J(y_\beta^f) \) versus the equivalent number of fine model evaluations for the SBO algorithm using the surrogate model exploiting the original and the improved correction scheme, as well as for the fine and coarse model optimization. Points 1 and 3 in Figure 4 indicate those solutions obtained in the SBO runs that correspond to a termination condition of \( J \leq 50 \). This particular value was selected as it ensures good visual agreement between the fine model output and the target. Point 2 denotes the solution in the improved SBO run which could be obtained at the same optimization cost as the one at point 1 in the original SBO run.

Figure 5 shows the fine model response at the solutions \( u_{s1}^* \) and \( u_{s2}^* \) (corresponding to points 1 and 2 in Figure 4) obtained using the SBO algorithm with the original and improved response correction scheme (cf. Sections 4.1 and 4.3) as well the responses at the solutions \( u_{f1}^*, u_{c1}^* \) of a direct fine and coarse model optimization. For illustration, responses for two representative tracers and for
Fig. 4: Values of the cost function $J$ versus the optimization cost measured in equivalent number of fine model evaluations for an exemplary SBO run exploiting the original and the improved correction scheme, as well as for a fine and coarse model optimization run. Points 1 and 3 correspond to a termination condition of $J \leq 50$ (upper horizontal line), ensuring good visual agreement between the fine model output and the target. Solution at point 2 in the improved SBO is significantly more accurate and obtained at the same cost as the one at point 1. Overall, SBO converges to a cost function value of to $J \approx 10^{-1}$ (lower horizontal line).

It can be observed that coarse model optimization yields a solution far away from the target and a rather inaccurate parameter match (cf. Table 1), whereas the optimization cost of only 11 equivalent fine model evaluations is very low. However, results indicate that the accuracy of the coarse model is not sufficient to use this very model directly in an optimization.

On the other hand, direct fine model optimization yields a solution $u_f^*$ with an almost perfect fit of the target data (cf. Figure 5) and of the optimal parameters $u_d$ (cf. Table 1), corresponding to a very low cost function of $J \approx 10^{-2}$. However, the optimization cost is substantially higher: about 980 fine model evaluations.
Fig. 5: Synthetic target data $y_d$ at optimal parameters $u_d$ and fine model response $y^\beta_f$ (down-sampled) for two illustrative tracers and at the uppermost depth layer for the solutions $u^*_f, u^*_c, u^*_s_1$ and $u^*_s_2$ of a direct fine and coarse model optimization as well as of a SBO run exploiting the original and the improved correction scheme. Solutions $u^*_s_1$ and $u^*_s_2$ correspond to points 1 and 2 in Figure 4.

In [14], we demonstrated that in an exemplary SBO run based on the original response correction scheme, a reasonably accurate solution $u_{s1}^*$ could be obtained at the cost of approximately 60 equivalent fine model evaluations only (point 1 in Figure 4). This resulted in a significant reduction of the total optimization cost of about 84% when compared to the direct fine model optimization (correspondingly, 375 evaluations were required in the fine model optimization to reach this cost function value, cf. Figure 4).

Exploiting the improved scheme, a similarly accurate solution – both in terms of parameter match and optimal fit of the target data – can be obtained at a remarkably lower cost of only 17 equivalent fine model evaluations (point 3 in Figure 4). This is over three times less than for the original response correction scheme corresponding to a reduction of the total optimization cost of about 96%.

Specific parameter values and model responses of this solution are omitted here, since they are similar to those of the original solution $u_{s1}^*$.

On the other hand, when exploiting the improved correction scheme, a solution $u_{s2}^*$ (point 2 in Figure 4) with a significantly higher accuracy – again both
Table 1: Solutions $u^*_c, u^*_f, u^*_{s1}$ and $u^*_{s2}$ of an illustrative coarse, fine model optimization and of a SBO run, exploiting the original and the improved correction scheme. Solutions $u^*_{s1}$ and $u^*_{s2}$ correspond to points 1 and 2 in Figure 4.

<table>
<thead>
<tr>
<th>Iterate</th>
<th>$u_1$</th>
<th>$u_2$</th>
<th>\ldots</th>
<th>$u_{12}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$u^*_{s1}$</td>
<td>0.705</td>
<td>0.626</td>
<td>0.044</td>
<td>0.015</td>
</tr>
<tr>
<td>$u^*_{s2}$</td>
<td>0.738</td>
<td>0.604</td>
<td>0.028</td>
<td>0.010</td>
</tr>
<tr>
<td>$u^*_c$</td>
<td>0.300</td>
<td>1.066</td>
<td>0.036</td>
<td>0.065</td>
</tr>
<tr>
<td>$u^*_f$</td>
<td>0.747</td>
<td>0.596</td>
<td>0.025</td>
<td>0.010</td>
</tr>
<tr>
<td>$u^*_{d}$</td>
<td>0.750</td>
<td>0.600</td>
<td>0.025</td>
<td>0.010</td>
</tr>
</tbody>
</table>

in terms of parameter match and optimal fit of the target data – can be obtained (cf. Figure 5 and Table 1) at the same cost as were required for the original one $u^*_{s1}$, i.e., 60 equivalent fine model evaluations.

It should be emphasized that the surrogate model utilized in this work only satisfies zero-order consistency with the fine model. Still, as demonstrated in this section, the performance of our surrogate-based optimization process is satisfactory, particularly in terms of obtaining a good match between the model response and a given target output. Improved matching between the optimized model parameters and those corresponding to the target output could be obtained by executing larger number of SBO iterations (cf. Figure 4), which is mostly because of low sensitivity of the model with respect to some of the parameters. Also, the use of derivative information together with the trust-region convergence safeguards [4, 8] would bring further improvement in terms of matching accuracy. Clearly, the trade-offs between the accuracy of the solution and the extra computational overhead related to sensitivity calculation has to be investigated. The aforementioned issues will be the subject of future research.

6 Conclusions

Parameter identification in climate models can be computationally very expensive or even beyond the capabilities of modern computer power. Before a transient simulation of a model (e.g., used for predictions) is possible, the latter has to be calibrated, i.e., relevant parameters have to be identified using measurement data. This is the point where large-scale optimization methods become crucial for a climate system forecast.

Using the high-fidelity (or fine) model under consideration in conventional optimization algorithms that require large number of model evaluations is often
infeasible. Therefore, the development of faster methods that aim at reducing the optimization cost, such as surrogate-based optimization (SBO) techniques, are highly desirable. The idea of SBO is to replace the high-fidelity model in the optimization run by a surrogate, its computationally cheap and yet reasonably accurate representation.

As a case study, we have investigated parameter optimization of a representative of the class of one-dimensional marine ecosystem models. As demonstrated in our previous work, a simple multiplicative response correction applied to a temporally coarser discretized physics-based low-fidelity (coarse) model of the system of interest is sufficient to create a reliable surrogate of the original, high-fidelity ecosystem model, which can be used as a prediction tool to calibrate the latter. This approach allowed us to yield remarkably good results, both in terms of the quality of the final solution and, most importantly, in terms of the relative reduction in the total optimization cost, about 84% when compared to the direct fine model optimization.

In this paper, we demonstrated that the correction scheme can be enhanced to alleviate the difficulties of its original version, which results in further improvement of the surrogate model accuracy and overall performance of the optimization algorithm utilizing this surrogate. The optimization cost was reduced by a factor of three (from 16% to 5% of the direct high-fidelity model optimization optimization cost), which corresponds to the cost savings of 95%.

Improvements of the present approach by utilizing additionally sensitivity information of the low- and the high-fidelity model in the alignment of the low-fidelity model as well as trust-region convergence safeguards applied to enhance the optimization process are expected to further improve the robustness of the algorithm and the accuracy of the solution. The trade-offs between the accuracy and extra costs due to sensitivity evaluation will have to be inspected.
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Abstract

Model calibration plays a key role in simulations and predictions of the earth’s climate system. Calibration is normally formulated as an inverse problem where a set of control parameters are to be found so that the model fits given measurement data. Straightforward calibration attempts by direct adjustment of the high-fidelity (or fine) model parameters using conventional optimization algorithms are often tedious or even infeasible as they normally require a large number of simulations. The development of faster methods becomes critical, particularly for the models that are computationally expensive. The optimization of coupled marine ecosystem models simulating biogeochemical processes in the ocean is here a representative example. In this paper, we introduce a surrogate-based optimization (SBO) methodology where the calibration of the expensive fine model is carried out by means of a surrogate: its fast and yet reasonably accurate representation. As a case study, we consider a representative of the class of one-dimensional marine ecosystem models. The surrogate is obtained from a temporarily coarser discretized physics-based low-fidelity (or coarse) model and a multiplicative response correction technique. In our previous work, a basic formulation of this surrogate was sufficient to create a reliable approximation, yielding a remarkably accurate solution at low computational costs. This was verified by model-generated attainable data. The application on real (measurement) data is covered in this paper. Enhancements of the basic formulation by utilizing additionally fine and coarse model sensitivity information as well as trust-region convergence safeguards allow us to further improve the robustness of the algorithm and the accuracy of the solution. The trade-offs between the solution accuracy and the extra computational overhead related to sensitivity calculation is also addressed. We demonstrate that SBO is able to yield a very accurate solution at nevertheless low computational cost. The time savings are up to 85 percent when compared to the direct fine model optimization.

Keywords: Climate models, marine ecosystem models, surrogate-based optimization, parameter optimization, parameter identification, response correction, computationally efficient optimization

1. Introduction

Numerical simulations play a key role to simulate and predict processes in the earth’s climate system, ranging from fluid dynamics (in atmosphere and oceans), thermodynamics, radiative transfer to bio- and biochemical interactions, e.g., in marine or other type of ecosystems. The underlying models are typically formulated as time-dependent partial differential or differential algebraic equations (PDEs/DAEs) [1, 2, 3].

Since many important processes are non-linear, the numerical effort to simulate the whole or parts of the climate system with a satisfying accuracy and resolution is quite high. This motivates the development and use of reduced order models by e.g. coarser discretizations (in time and/or space) or by parametrizations to reduce the system size and thus the computational effort [1]. Through those parametrizations, several additional parameters enter the system. Many of them are not known beforehand and not directly measurable.

Growth and dying rates in marine ecosystem models [4, 5], one of which is taken as a test case for the proposed optimization methodology, are examples for such unknown parameters. Marine ecosystem models describe the transport, interactions and biogeochemistry among ocean biota. The modeled processes comprise the marine biogeochemical cycles among carbon and the major nutrients – therein the marine carbon cycle [see, e.g., 4, 5, 6]. Marine ecosystem models are of great importance for understanding the oceanic uptake of carbon dioxide and for projections of the marine ecosystem’s responses to climate change.

Generally, before a transient simulation is possible, a marine ecosystem model has to be calibrated, i.e., the relevant parameters have to be identified such that the simulated tracer concentrations ideally resembles the actual physical and biogeochemical processes. Moreover, the ability to forecast future dynamics within the marine ecosystem crucially depends upon parameterizations of the desired biogeochemical processes. Thus, since
there is no general consensus on what is the “correct” ecosystem model or model structure to represent the observed quantities under consideration, an assessment of the different models/parametrizations highly depends on their validation against the given observed quantities. Mathematically, this parameter identification can be classified as a least-squares type optimization or inverse problem (see, e.g., [7, 8, 9, 10]). This optimization (or calibration) process requires a substantial number of (typically expensive) function and optionally sensitivity or even Hessian matrix evaluations.

Straightforward attempts by employing the high-fidelity or fine model under consideration directly in an optimization loop using conventional optimization techniques are therefore tedious or even beyond the capability of modern computer power, especially when using traditional, gradient-based techniques. The need for an accelerated optimization process, which especially becomes important while handling complex three-dimensional models, becomes critical.

Surrogate-based optimization (SBO) addresses this issue by shifting the computational burden from the accurate and expensive high-fidelity model to its fast but yet reasonably accurate surrogate. More specifically, the idea of SBO is to replace the fine model in the optimization process in the sense of providing predictions of the model optimum. The surrogate can be created by approximating sampled fine model data (so-called function-approximation surrogates, see [11, 12, 13]) or by employing a so-called physics-based low-fidelity or coarse model, a computationally cheap representation of the fine one. The latter approach is used in this paper. Since the accuracy of the coarse model is usually not sufficient to directly use the latter in lieu of the fine model in an optimization loop, it is often necessary to use suitable alignment/correction techniques to reduce the misalignment between the coarse and fine model responses. Popular correction/alignment techniques include response correction [14] and space mapping [15]. Surrogate-based optimization is widely and very successfully used in engineering sciences (see, e.g., [11, 15, 16, 17]).

As a case study, in order to investigate the applicability of a SBO methodology to the optimization of marine ecosystem models, we consider a representative of the class of one-dimensional models. Clearly, the computational effort in a one-dimensional simulation is significantly smaller than in the three-dimensional case. However, biochemistry mainly happens locally in space and, moreover, the complexity of the response of this specific model is comparably high. Thus, although one-dimensional, this model serves as a suitable and computational affordable test example, before considering computationally more expensive three-dimensional models.

Exhaustive optimization runs by using both local, gradient-based and global, genetic algorithms have been previously performed for this specific model (see, e.g., [18, 19, 20]). However, it is not the focus of this paper to further assess the quality of the optimal solution obtained there. For the purpose of this paper we tentatively accept the previously found minima. Also, we don’t seek a quantitative interpretation of the solutions obtained by SBO in the biogeochemical context. Our aim clearly is to demonstrate the applicability of the proposed methodology to the parameter optimization of the considered model. More specifically, the focus is to demonstrate that, by exemplary optimization runs, SBO is able to yield a solution close to the one obtained by a direct fine model optimization at low optimization costs.

One straightforward way to introduce a physics-based coarse model is to reduce the spatial and/or temporal resolution, whereas the latter is used for the selected model in this paper. Moreover, we use a multiplicative response correction technique for the alignment of the coarse and fine model response.

In our previous work [21], a basic formulation of this surrogate was sufficient to create a reliable approximation, yielding a remarkably accurate solution at low computational costs. This was verified by model generated, attainable data.

In this paper, the application on real data is covered. Utilizing additionally fine and coarse model sensitivity information ensures the zero- and first-order consistency conditions between the fine model and the surrogate, i.e., agreement in function values and first-order derivatives. Embedding the algorithm in a trust-region framework [22, 23], this allows us to further improve the robustness of the SBO and accuracy of its solution. The trade-offs between the solution accuracy and the extra computational overhead related to sensitivity calculation will be addressed. We show the results of an exemplary SBO run and compare the solution to those obtained by a direct fine and coarse model optimization. We demonstrate that a direct optimization of the fine model requires a substantial number of comparably expensive fine model evaluations, whereas a direct coarse model optimization is computationally cheap but yields a rather inaccurate solution only. We subsequently show that SBO yields a solution close to the one obtained by a direct fine model optimization while greatly reducing the optimization costs – down to 15% of those of a direct fine model optimization.

The structure of the paper is as follows: We briefly recall the general form of numerical models common in climate science and highlight the special properties of marine ecosystem models in Section 2. We introduce the basic idea of surrogate-based optimization in Section 3. The ecosystem model and corresponding optimization problem, which is taken as an example in this paper, is introduced in Section 4. The coarse model that we use as a basis to create a surrogate, is recalled in Section 5. The response correction approach used to obtain the surrogate is motivated and described in Section 6. The optimization setup, numerical results and discussion of exemplary optimization runs are provided in Sections 7 and 8. Section 9 concludes the paper with a summary and an outlook.

2. Climate Models – A General Formulation

Numerical models that are used to simulate processes in the climate system (what we denote by climate models) can be quite generally written as coupled systems of time-dependent partial differential or differential algebraic equations (PDEs/DAEs) [1,
2, 3], for example in the following form:

\[ E \frac{\partial y}{\partial t} = f \left( y, \frac{\partial y}{\partial x_i}, \frac{\partial^2 y}{\partial x_i \partial x_j}, u \right) \quad \text{in } I \times \Omega \]
\[ y(t_0, x) = y_{\text{init}} \quad \text{in } \Omega \]  
(1)

by the biogeochemical interactions between the biogeochemical tracers. As a special form of (1), a system of these transport equations for \( n \) tracer then generally reads

\[ \frac{\partial y_i}{\partial t} = \text{div}(\kappa \nabla y_i) - \text{div}(v y_i) + q_i(y, u), \quad i = 1, \ldots, n \]  
(2)

where \( y_i(t, x) : I \times \Omega \to \mathbb{R}^n \) denotes the concentration of tracer \( i \) at time \( t \) and the spatial location \( x \). If no interactions with the atmosphere is taken into account, homogeneous Neumann conditions on the boundary \( \Gamma \) for all concentrations are employed, i.e.,

\[ \frac{\partial y_i}{\partial n} = n \cdot \nabla y = 0 \quad \text{on } I \times \Gamma, \quad i = 1, \ldots, n, \]  
(3)

where \( n \) denotes the normal vector. The time dependent turbulent mixing/diffusion coefficient \( \kappa(t, x) : I \times \Omega \to \mathbb{R}^n \) as well as the velocity vector field \( v(t, x) : I \times \Omega \to \mathbb{R}^3 \) with \( v = (v_1, v_2, v_3) \), both satisfy the Navier-Stokes equations. Since, here, the parameters \( u \in \mathbb{R}^n \), which are subject to the parameter optimization, are scalar coefficients in the nonlinear biogeochemical coupling terms \( q_i \), we use a boldfaced notation.

3. Surrogate-Based Optimization

The optimization task is typically formulated as the minimization problem of the form

\[ \min_{\mathbf{u}} J(y(\mathbf{u})) \quad \text{s.t. constraints} \]  
(4)

where \( J \) denotes a cost function measuring the misfit between relevant quantities (which are obtained from the discrete model response \( y \) at the parameters/design \( u \)) and some desired specifications. For the considered optimization problem in this paper, these quantities are tracer concentrations, whereas the desired specifications are corresponding observed quantities (cf. Section 4.4). However, for the purpose of this section, to sketch the basic ideas of SBO, we omit a more detailed formulation of \( J \) here. The state \( y \) is normally evaluated through a computationally expensive numerical simulation and will be referred to as the high-fidelity or fine model in the following.

For many optimization problems, a high computational cost and/or even the lack of sensitivity information of the model under consideration is a major bottleneck. As a result, straightforward attempts of solving (4) by employing the fine model under consideration directly in an optimization loop (cf. Figure 1a) using conventional optimization algorithms are often tedious or even infeasible, since typically a large number of the expensive fine model evaluations are required. The need for an accelerated optimization process becomes critical, for which the optimization of complex marine ecosystem models is a representative example.

Surrogate-based optimization (SBO) [11, 15, 16, 17] addresses these issues by replacing the original fine model in the optimization loop by its computationally cheaper but yet reasonably accurate surrogate (cf. Figure 1b). In particular, the surrogate at the iterate \( \mathbf{u}_k \), in the following denoted by \( \mathbf{s}_k(\mathbf{u}) \), is
constructed typically using available fine model data from the current and possibly also from previous iterates \((u_i)_{i=0,...,k-1}\).

Possible ways to create a surrogate are through approximations of sampled fine model data (cf. Section 3.1) or by correction/alignment of a less accurate but computationally cheaper low-fidelity (or coarse) model (cf. Section 3.2).

The next iterate, \(u_{k+1}\), in a typical SBO scheme is obtained by optimizing the surrogate \(s_k\), i.e.,

\[
 u_{k+1} = \arg\min_u J(s_k(u)) \quad \text{s.t. constraints}, \tag{5}
\]

where \(J\) is the cost function, typically the same as in (4). The process of updating the surrogate and subsequent optimization is repeated until the user-defined termination condition is satisfied, which can be based on suitable convergence criteria, assumed level of cost function value or a specific number of iterations (particularly if the computational budget of the optimization process is limited).

A well performing surrogate-based algorithm is capable of yielding a reasonably accurate solution at a low computational cost, typically corresponding to only a few evaluations of the fine model. Key prerequisites to ensure this, are a cheap and yet reasonably accurate coarse model as well as a properly selected and low-cost alignment procedure (i.e., exploiting a limited number of fine model evaluations, preferably just one).

3.1. Functional Surrogates

One possibility, which will not be addressed further in this paper, is to create the surrogate by approximating sampled fine model data using suitable techniques, e.g., polynomial regression [11], kriging [12] or support-vector regression [13]. Since these so-called function-approximation surrogates are constructed without any particular knowledge of the system they are easily transferable to other application areas. On the other hand, such surrogates do not inherit any physical information about the fine model under consideration and normally require substantial amount of fine model data samples to ensure good accuracy so that their use to ad-hoc optimization may be questionable.

3.2. Physics-Based Surrogates

Another possibility, explored in this paper, is to construct the surrogate from a physics-based low-fidelity or coarse model, a usually computationally much cheaper but – on the other hand – less accurate representation of the fine one. This type of model are referred to as physics-based surrogates. Since the accuracy of the coarse model is typically not sufficient to directly directly replace the fine model in an optimization loop, it is then necessary to use suitable alignment/correction techniques to reduce the misalignment between the coarse and fine model responses and to ensure that the corrected model (the surrogate) provides a reliable prediction of the fine model optimum.

There are several methods of constructing the surrogate from a physics-based low-fidelity model. They include, among others, space mapping (SM) [15], various response correction techniques [14], manifold mapping [28], and shape-preserving response prediction (SPRP) [29]. The selection of the appropriate response correction technique is usually problem-specific.
Physics-based surrogates inherit relevant physical characteristics of the original fine model so that only a limited amount of fine model data is necessary to ensure sufficient accuracy. Also, generalization capability of the physics-based models is typically much better than that of the functional ones. As a results, SBO schemes working with physics-based surrogates normally require small number of fine model evaluations to yield a satisfactory solution.

The low-fidelity (or coarse) model can be created in various ways. The simple and straightforward approaches include the use of a coarser discretization in time and/or space (while employing the same simulation tool as for the fine model), simplified physics or different ways of describing the same physical phenomenon or even by using analytical formulas if available.

The surrogate, we use in this paper is physics-based. The specific coarse model is obtained by a coarser time discretization (cf. Section 5) which is further aligned by using a multiplicative response correction (cf. Section 6).

3.3 Consistency Conditions and Convergence of SBO

Provided that the surrogate $s_k$ satisfies so-called zero- and first-order consistency conditions with the original fine model $y_t(u_t)$ at the iterate $u_t$, i.e., agreement between the function values and first-order derivatives at the current iteration point, mathematically written as

$$s_k(u_t) = y(u_t), \quad s'_k(u_t) = y'(u_t), \tag{6}$$

the surrogate-based scheme (5) is provably convergent to at least a local optimum of (4) under mild conditions regarding the coarse and fine model smoothness (see, e.g., [30]), and provided that the surrogate optimization scheme is enhanced by the trust-region (TR) safeguard, i.e.,

$$u_{k+1} = \text{argmin}_{u_0} J(s_k(u)), \quad \text{s.t. constraints}, \tag{7}$$

with $\delta_k$ being the trust-region radius updated according to the TR rules. We refer the reader to e.g., [22, 23] for more details.

In (6), $y'$ (and $s'_k$) denotes the derivatives of the fine model and surrogate’s response w.r.t. the parameter vector $u$ and at the point $u_t$, i.e., generally given as

$$y'(u_t) := \frac{d y}{d u}_{u=u_t}. \tag{8}$$

In practice, exact sensitivity information may not be obtainable, e.g., if the derivatives are calculated using finite differentiation. In such cases, the consistency conditions (6) only hold approximately. While this may not be sufficient for “theoretical” convergence, the use of trust-region and even approximate sensitivity substantially improve the SBO algorithm performance (see, e.g., [23]).

The surrogate in this paper uses both fine model sensitivity information as well as trust-region convergence safeguards to increase the robustness of the optimization procedure and the accuracy of the solution obtained by SBO.

4. Example: A Marine Ecosystem Model

The model developed by Oschlies and Garçon [31] is a coupled system of four tracers with dissolved inorganic nitrogen ($N$), phytoplankton ($P$), zooplankton ($Z$), and detritus ($D$), thus also called NPZD model, in the following summarized in the tracer or state vector $y = (y_i)_{i=1,\ldots,n}$ with $n_i = 4$.

The NPZD model simulates the tracer concentrations in one water column at a given horizontal position. This is motivated by the fact that there have been special time series studies at fixed locations [18]. Clearly, the computational effort in a one-dimensional simulation is significantly smaller than in the three-dimensional case. However, since biochemistry mainly happens locally in space and since the complexity of response of this specific model is high, this model serves as a good test example for the applicability of SBO approaches.

The model basically fits into our general framework (2). In the specific NPZD model considered here, no advection term “div($v_i$)” as in (2) is used, since a reduction to vertical advection would make no sense. Starting from a general continuous formulation, the model is governed by the equations

$$\frac{\partial v_i}{\partial t} = \mathcal{D}_i + g_i(y, u), \quad i = 1, \ldots, 4, \tag{9}$$

where, as in (2), $y(t, z) : I \times \Omega \to \mathbb{R}$ (with the domain $\Omega \subset \mathbb{R}$) denotes the concentration of tracer $i$ at time $t$ and the vertical spatial location $z$. The coupling terms $g_i(y, u)$ are explicitly given as

$$g_1(y, u) = \Phi_m y_3 + \gamma_m y_4 - J(y_1, y_2, t, z) y_2, \tag{10}$$

$$g_2(y, u) = J(y_1, y_2, t, z) y_2 - G(y_2, u, \epsilon, \gamma) y_3 - \Phi_m y_2, \tag{10}$$

$$g_3(y, u) = \beta G(y_2, u, \epsilon, \gamma) y_3 - \Phi_m y_3 - \Phi_1^p y_3^2, \tag{10}$$

$$g_4(y, u) = (1 - \beta) G(y_2, u, \epsilon, \gamma) y_3 + \Phi_m y_2 + \Phi_1^p y_3^2 - \gamma_m y_4 - \omega_i \partial_z y_4.$$
Table 1: Model parameters (cf. Section 4). Those included in the parameter vector \( u = (u)_i=1,...,12 \) are subject to the optimization.

<table>
<thead>
<tr>
<th>( u_i )</th>
<th>symbol</th>
<th>value/range</th>
<th>unit (d=86400 s)</th>
<th>parameter meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>( C_{ref} )</td>
<td>1.066</td>
<td></td>
<td>1</td>
<td>growth coefficient</td>
</tr>
<tr>
<td>( c )</td>
<td>1</td>
<td></td>
<td>1 (^{\circ})C (^{-1})</td>
<td>growth coefficient</td>
</tr>
<tr>
<td>( R )</td>
<td>6.625</td>
<td></td>
<td>1</td>
<td>molar carbon to nitrogen ratio (Redfield ratio)</td>
</tr>
<tr>
<td>( k_w )</td>
<td>25</td>
<td></td>
<td>m (^{-1})</td>
<td>PAR extinction length</td>
</tr>
<tr>
<td>( u_1 )</td>
<td>( \beta )</td>
<td>[0, 1]</td>
<td>1</td>
<td>assimilation efficiency of zooplankton</td>
</tr>
<tr>
<td>( u_2 )</td>
<td>( \mu_m )</td>
<td>( R_m^+ )</td>
<td>d (^{-1})</td>
<td>phytoplankton growth rate parameter</td>
</tr>
<tr>
<td>( u_3 )</td>
<td>( \alpha )</td>
<td>( R_m^+ )</td>
<td>m(^2)W(^{-1})d(^{-1})</td>
<td>slope of photosynthesis versus light intensity</td>
</tr>
<tr>
<td>( u_4 )</td>
<td>( \Phi_m^+ )</td>
<td>( R_m^+ )</td>
<td>d (^{-1})</td>
<td>zooplankton loss rate</td>
</tr>
<tr>
<td>( u_5 )</td>
<td>( \kappa )</td>
<td>( R_m^+ )</td>
<td>m(^2)(mmol N)(^{-1})</td>
<td>light attenuation by phytoplankton</td>
</tr>
<tr>
<td>( u_6 )</td>
<td>( \epsilon )</td>
<td>( R_m^+ )</td>
<td>m(^6)(mmol N)(^{-2})d(^{-1})</td>
<td>grazing encounter rate</td>
</tr>
<tr>
<td>( u_7 )</td>
<td>( g )</td>
<td>( R_m^+ )</td>
<td>d (^{-1})</td>
<td>maximum grazing rate</td>
</tr>
<tr>
<td>( u_8 )</td>
<td>( \Phi_m^- )</td>
<td>( R_m^+ )</td>
<td>d (^{-1})</td>
<td>phytoplankton linear mortality</td>
</tr>
<tr>
<td>( u_9 )</td>
<td>( \Phi_m^* )</td>
<td>( R_m^+ )</td>
<td>m(^3)(mmol N)(^{-1})d(^{-1})</td>
<td>zooplankton quadratic mortality</td>
</tr>
<tr>
<td>( u_{10} )</td>
<td>( \gamma_m )</td>
<td>( R_m^+ )</td>
<td>d (^{-1})</td>
<td>detritus remineralization rate</td>
</tr>
<tr>
<td>( u_{11} )</td>
<td>( k_H )</td>
<td>( R_m^+ )</td>
<td>mmol Nm(^{-3})</td>
<td>half saturation for NO(_3) uptake</td>
</tr>
<tr>
<td>( u_{12} )</td>
<td>( w_s )</td>
<td>( R_m^+ )</td>
<td>m d(^{-1})</td>
<td>detritus sinking velocity</td>
</tr>
</tbody>
</table>

The carbon primary production obeys a daily cycle (cf. Figure 3a), since the growth of phytoplankton, \( J(y_1, y_2, t, z) \), is light limited due to the term \( \hat{\mu}(y_2, t, z) \) in (11) (see, e.g., [18] for details). The state \( \text{CUP} \) is calculated "internally" in the model simulation and provided as an additional state \( y_3 \) of the full model response \( y \).

4.2. Numerical Solution

In an off-line coupled marine ecosystem model (as for example the \( NPZD \) model considered here), there are two ways to make use of the precomputed ocean circulation data. One way is to employ the ocean model that precomputes the data to generate so-called transport matrices, see [27]. These matrices usually represent a mean ocean circulation field for one month. Another approach, which the \( NPZD \) model is based on, is that the ocean model data is stored directly and afterwards used for assembling the system matrices for the differential operators for adjective and diffusive tracer transport in the marine ecosystem model itself.

For the numerical simulation, one may consider a spin-up into a steady quasi-periodic or periodic seasonal cycle, thus applying some kind of fixed point iteration. Another way, which is employed in the \( NPZD \) model considered in this paper, is to perform a complete transient run with time-dependent forcing data (as for example the temperature) to obtain a solution of (9).

More specifically, the time discretization is performed by a sequential integration at the discrete time steps \( 0 = t_0 < \ldots < t_j < \ldots < t_{n-1} = T \) using a time step \( \tau := t_j - t_{j-1} \) and with totally \( n_T \) steps. A typical integration time is 5 years (see below, Section 4.3, for the details). This integration is partially implicit. An explicit Euler time-stepping scheme for the non-linear coupling terms \( q_i \) and the sinking term for
the tracer detritus is used while using an implicit Euler time-stepping scheme for the diffusion term. Furthermore, an operator splitting method is used. For details we refer the reader to [21, 31, 35].

Assuming $n_t$ and $n_r$ discrete spatial and temporal grid points, with a time step $\tau = T/n_r$ and using again a boldfaced notation for discrete vectors, we denote by

$$y_i = \{y_{ijk}\}_{k=1}^{n_r}$$

the approximate solution of (9), i.e., $y_{ijk} \approx y_i(t_j, z_k)$, denoting the concentration of tracer $i$ at the discrete time step $j$ and vertical depth layer $k$. The four state vectors for the tracers dissolved inorganic nitrogen ($N$), phytoplankton ($P$), zooplankton ($Z$) and detritus ($D$) as well as the state for the additional carbon primary production ($CUP$) will be summarized in the discrete vector $y = (y_{ij})_{i=1...5}$ in the following.

4.3. High-Fidelity Model

In the original discrete model, the time step $\tau$ is chosen as one hour. By choosing this time step all relevant processes are captured and further decrease of the time step does not improve the accuracy of the model. The number of vertical depth layers $n_z$ is 66 and the number of discrete time steps $n_r$ is 43800, corresponding to 5 years with 8760 steps per year.

From now on, we will refer to this model and corresponding discrete solution as the original high-fidelity or fine model and will denote its state variable, time step and number of overall discrete time steps, to be distinguishable from the coarse model, by $y$, $\tau$ and $n_r$, respectively.

4.4. Fine Model Optimization Problem

Our work is based on the following fine model optimization problem, where extensive optimization runs with different methods including local, gradient-based and also global, genetic algorithms have already been performed (see, e.g., [18, 19, 20]). It consists of finding optimal parameters yielding a minimal misfit of the discrete model response $y_f$ to measurement data $y_d$ as defined by the least-squares type cost function

$$\arg \min_{u \in U_{ad}} J_1(y_f(u))$$

where

$$J_1(y_f) := \| C_1 y_f - y_d \|_2^2,$$

$$U_{ad} := \{ u \in \mathbb{R}^n : b_l \leq u \leq b_u \},$$

More specifically, the measurement data $y_d$ is considered for the years 1991-1995 and is taken from the Bermuda Atlantic Time-Series Study, called BATS, located at 31°N, 64°W [18]. The inequalities in (16) in the definition of the set $U_{ad}$ of admissible parameters are meant component-wise. The parameters $u$ are the unknown scalar coefficients in the non-linear biogeochemical coupling terms $q_i$ in (9). The specific parameter bounds $b_u$, $b_l$ that we employ in the optimization runs in this paper are provided in Table 3.

Furthermore, we have $n_p = 12$ model parameters subject to optimization (cf. Table 1) and the norm is weighted by assumed standard deviations of the measurements, $\sigma = (\sigma_j)_{j=1...5}$ (see [18, 19] for details).

The functional $J_1$ may additionally include a regularization term for the parameters. However, regularization turns out not to be necessary to yield sufficient performance of the methods employed in this paper, and, it is therefore not used. Additional constraints on the state variable $y_f$ might be necessary, e.g., to ensure non-negativity of the tracer concentrations. In our example model, this is ensured by using appropriate parameter bounds $b_l$ and $b_u$. This was already observed and used in [19].

$C_1$ is an operator describing transformations of the high-fidelity model response $y_f$, to make it commensurable with the given measurement data $y_d$. In brief, this operator includes the following transformation:

- A linear transformation to chlorophyll a (denoted as CHL) as a function of phytoplankton $P$, using a constant conversion factor.
- A linear transformation to particulate organic nitrogen (denoted as PON), calculated as the sum of phytoplankton $P$, zooplankton $Z$ and detritus $D$.
- A spatial average of model response if the considered measurement data point lies in between two adjacent spatial grid cells.
- For zooplankton, a vertically averaged concentration in the water column down to the given depth of the measurement point (which is approximately 200 meters) is calculated.
- The observed zooplankton (with state $(y_{d,j})_3$) is furthermore transformed to $(y_{d,j}) = 1.23 \cdot (y_{d,j})_3 + 0.097$ in order to attempt an estimate of the total zooplankton from the measured mesozooplankton biomass (for the sake of simplicity, this is omitted in our cost function formulation (16)).
- A constant temporal alignment of the model response is employed to make it commensurable with the measurement data point in time.
- A 24-hourly temporal mean of the modeled carbon primary production $CUP$ is calculated to make it commensurable with observations from 24-hourly incubation measurements.

Except for zooplankton, only the data in the so-called euphotic zone – equivalent to the upper 20 discrete vertical depth layers in the model – is considered. For the sake of simplicity, we omit a more detailed description and mathematical formulation of these transformations and refer the reader to [18, 19, 20].

The measurement data in (16) is consequently given as $y_d = (y_{d,j})_{j=1...5}$, with $y_{d,j}$, denoting the measurement state corresponding to the transformed model response $C_1 y_f$, i.e., corresponding to the concentration of dissolved inorganic nitrogen ($N$), of chlorophyll a (CHL), of the total zooplankton biomass (ZOO), of particulate organic nitrogen (PON) and of
24-hourly incubation measurements of the carbon primary production (CUP), respectively.

From now on, we will refer to this optimization problem and corresponding cost function formulation as the original fine model one.

5. The Low-Fidelity Model

The way we follow here to obtain a physics-based low-fidelity (or coarse) model for the time-dependent marine ecosystem model introduced in Section 4, is to employ a coarser temporal discretization (see also Section 3.2). This has already been investigated in [21] and is briefly recalled below.

The coarse model is based upon the same model equations (9) and (10), whereas for its numerical solution (cf. Section 4.2), a larger time step, in the following denoted as \( \tau_c \), is employed with

\[
\tau_c = \beta \cdot \tau_f .
\]

We call \( \beta \in \mathbb{N} \setminus \{0, 1\} \) the coarsening factor and \( \tau_f = 1 \text{ h} \) denotes the time step employed in the original fine model solution. The spatial discretization of the coarse model is the same as for the original fine one (cf. Section 4.3). The sequential integration for the coarse model (cf. Section 4.2) is thus performed over \( n_c = n_f / \beta \) discrete time steps, with \( n_f \) denoting the total number of discrete time steps employed in the original fine model solution. In the following, the state variable of the coarse model will be denoted by \( y_c \), respectively.

Clearly, the choice of the temporal discretization, or equivalently, the coarsening factor \( \beta \), determines the quality of the coarse model and, accordingly, of a surrogate if created from this model. Moreover, both the computational cost, the performance and quality of the solution obtained by a SBO process might be affected. Overall, we seek for a reasonable trade-off between the accuracy and speed of the coarse model. This has already been investigated in [21], where a value of \( \beta = 40 \) turned out to be a reasonable choice.

Furthermore, it could be demonstrated that, for the given sequential integration approach used to solve for a discrete solution of the model equations (cf. Section 4.2), a numerically stable solution (see, e.g., [36]) can be obtained if additionally restricting the parameter \( w_{sl} \), i.e., the sinking velocity (cf. parameter \( w_s \) in (10)), by using an appropriate upper bound. More specifically, from visual inspection of the model responses and from various optimization experiments, it turned out that, for the chosen coarsening factor of \( \beta = 40 \), \( (b_{u_2})_{12} = 5 \) (cf. Table 3) ensures that the resulting coarse model response does not contain any numerical instabilities which would influence the optimization performance.

Given the temporal discretization with \( \beta = 40 \), we obtain for the discrete coarse model response \( n_{cc} = n_{cf} / \beta = 43800 / 40 = 1095 \) discrete time steps whereas the spatial vertical discretization with \( n_z = 66 \) is kept fixed, as noted before.

6. The Surrogate

The surrogate is obtained by a multiplicative response correction approach. It turned out that this multiplicative way of correcting the coarse model response is quite suitable for the considered problem because the overall “shape” of the coarse model response resembles that of the fine one and the relation between the coarse and the fine model responses is rather well preserved while moving from one parameter vector to another. This technique has already been investigated in [21]. We briefly recall the key ideas and describe modifications employed for the considered optimization problem with real measurement data below.

6.1. Smoothing

Due to the larger time step employed in the numerical solution of the coarse model (cf. Section 5), its response is rather inaccurate. Also both, the fine and coarse model responses, contain numerical noise which is misleading while performing model alignment. It has been demonstrated in [21] that adequate alignment of the coarse and fine model should be based on the main characteristics of the responses, which can be extracted by “smoothing”.

The smoothed fine and coarse model response for the four tracers \( N, P, Z \) and \( D \) is obtained by applying a “smoothing”
where we consider the down-sampled fine model response \( \tilde{y}_f \) given by

\[
(\tilde{y}_f)_i := \tilde{S}(\tilde{y}_f)_i, \quad \text{for } i = 1, \ldots, 4 \tag{18}
\]

Figure 3 shows the original fine model response, both “raw” and smoothed, for the chosen temporal discretization with a coarsening factor of \( \beta = 40 \), for one illustrative tracer (here, \( N \)), some depth layer, part of the whole time interval and for some parameter vector \( u \).

As was described in Section 4.4, the original cost function (16) uses a 24-hourly temporal mean of the fine model response for the state \( CUP \). Thus, for the surrogate-based optimization, an approximation of this mean is desired.

Within each period of 24 hours, approximately half of the points are zero whereas the other half are non-zero as shown in Figure 3a. Thus, the 24-hourly temporal mean can be approximated by applying the rectangle rule for integration to each 12-hourly period incorporating the non-zero points and by subsequent division by the length of the period, i.e., by the factor 24. The resulting value of this approximate mean is hence equal

\[
(y_f(u))_{(\text{a})} := \frac{1}{2} \int_{0}^{24} y_f(u,\{z_f(\bar{u})\}_{(\text{a})}) \, \text{d}t
\]

This would instead require a time step smaller than 24 hours (or, equivalently, \( \beta < 24 \)).

As explained in Section 4.1, the original fine model response for the carbon primary production obeys a daily cycle. When employing a coarser temporal discretization using a coarsening factor of \( \beta = 40 \) (corresponding to a discrete time step in the coarse model of 40 hours, cf. (16)), it is clearly not possible to resemble the full, high-frequent fine model response of \( CUP \) (cf. Figure 3a). This would instead require a time step smaller than the period of the main features, i.e., a time step smaller than 24 hours (or, equivalently, \( \beta < 24 \)).

Thus, for the surrogate-based optimization, an approximation of this mean is desired.
to a simple division of the corresponding midpoint of the non-zero interval by the factor two.

We apply this integration analogously to the coarse model response. According to the original problem formulation given in Section 4.3, the subsequent division by the factor two (as an approximation of the 24-hourly mean of the original fine model response) will be shifted to the cost function formulation for the coarse model optimization which we introduce in Section 7.2.

To yield the commensurable fine model response which is necessary for the multiplicative response correction, the same integration and subsequent division are applied to the down-sampled fine model response for the state \( \text{CUP} \).

We furthermore smoothen the response for \( \text{CUP} \), since it is internally calculated in the model simulation and provided as an additional state vector of the model response (cf. Section 4.1). The response for \( \text{CUP} \) is thus based on unsmoothed, i.e., possibly numerically noisy, responses of the states \( N \) and \( P \). Note, that our aim is to treat the model as a black-box tool and thus, we try to avoid any modifications of the original implementation.

The smoothing is applied in the same way as for the tracers \( N, P, Z \) and \( D \) as described in the last Section (cf. (18)). Again, the same smoothing is applied to the down-sampled fine model response for \( \text{CUP} \). Altogether, we briefly write for the fine and coarse model state for \( \text{CUP} \)

\[
(z_f)_k := S I(z_f)_k, \quad (z_c)_k := S I(z_c)_k,
\]

with \( S \), again, denoting the smoothing operator, \( I \) describes the rectangular integration and where \( z_f \), again, denotes the down-sampled fine model response as defined in (19).

Figure 3b shows the integrated and smoothed coarse model response for the state \( \text{CUP} \) and the corresponding curve for the down-sampled fine model response, respectively.

### 6.2. Surrogate Construction

The surrogate in iteration \( k \), denoted as \( s_k \), is obtained by a multiplicative correction of the coarse model response at the iterate \( u_k \). Primarily, the response for the state \( \text{CUP} \) is integrated and smoothing to all five states is applied as motivated above.

The correction factor, denoted as \( a_k \), is given by the point-wise division of the (down-sampled) and smoothed fine by the smoothed coarse model response at the iterate \( u_k \), i.e.,

\[
a_k := \frac{z_f(u_k)}{z_c(u_k)}, \quad k = 1, 2, \ldots \tag{21}
\]

where the smoothed responses \( z_f \) and \( z_c \) are defined through (18)-(20) and where the correction factors are summarized in the vector \( a_k \).

#### 6.2.1. Zero-order Consistent Surrogate

A zero-order consistent surrogate \( s_k \) (cf. (6)) can be simply obtained as

\[
s_k(u) := u_k z_c(u) \tag{22}
\]

where the multiplication is again meant point-wise.

The surrogate defined in (22) does not satisfy the first-order consistency condition in (6) – i.e., agreement between first-order derivatives at the current iteration point – exactly. However, since the physics-based surrogate inherits substantial knowledge about the marine model under consideration, its derivatives are expected to be at least similar to those of the fine model. The surrogate in (22) has been used in [21] and demonstrated to already yield a remarkably accurate solution at the cost of a few fine model evaluations only.

Initial experiments carried out for the problem considered in this work reveal that implementation of the first-order consistency is important to ensure sufficient performance of the algorithm. In conjunction with TR convergence safeguards (cf. Section 3.3), this allows us to locate the fine model optimum more precisely.

#### 6.2.2. Zero- and First-Order Consistent Surrogate

To ensure first-order consistency with the fine model response, we furthermore include an additive correction term \( E_k \) in the formulation (22) as follows

\[
s_k(u) := s_k(u) + E_k(u - u_k), \tag{23}
\]

where \( z_f' \) and \( s_f' \) denote the derivatives of the smoothed coarse and (down-sampled) fine model response, defined by (8), and where the term \( s_k \) is defined by (22).

Obviously, the surrogate in (23) satisfies the zero- as well as first-order consistency condition with the fine model response in the point \( u_k \), more specifically with the down-sampled and smoothed response (cf. Section 6.1) as

\[
s_k(u_k) = z_f'(u_k), \quad s_f'(u_k) = z_f'(u_k). \tag{24}
\]

Since we employ finite-differences to approximate the derivatives, clearly, this equivalence in (24) is not exact. Another source of inaccuracy is the presence of numerical noise. However, as demonstrated in the literature (see, e.g., [23]) and observed through initial experiments, even the use of approximate derivatives improves the algorithm performance. In the following analysis, for the sake of simplicity, we will accordingly treat agreement in first-order derivative information as nevertheless exact and won’t explicitly mention inherent approximation errors due to finite differences and/or the noise.

#### 6.2.3. Improvements of the Basic Surrogate Formulation

Occasionally, there might occur a situation where the coarse model response is close to zero (and maybe even negative due to approximation errors) and a few magnitudes smaller than the fine one, which leads to large (possibly negative) correction factors \( a_k \). While such a correction ensures zero-order consistency at the point where it was established (i.e., \( u_k \)), it may lead to (locally) poor approximation in the vicinity of this point. Resulting "spikes" appearing in the response due to large values of the correction term can be viewed, in a way, as a numerical noise that slows down the algorithm convergence and makes
the optimum more difficult to locate. This has already been investigated in [37], where an upper bound for \( a_k \) as well as a non-negative bound for the coarse model response (the negative response is non-physical and is a result of large time steps employed in the coarse model solution) has been suggested to address these issues.

More specifically, we apply the following modifications at each iteration \( k \) of an SBO run (cf. (5)):

\[
(i) \quad y_c = \begin{cases} 
0 & \text{if } y_c < 0 \\
y_c & \text{else}
\end{cases},
(ii) \quad a_k = \begin{cases} 
\alpha_{ab} & \text{if } a_k > \alpha_{ab} \\
a_k & \text{else}
\end{cases},
(iii) \quad u_k = \begin{cases} 
1 & \text{if } z_c \leq \delta \text{ and } z_f \leq \delta,
\end{cases}
\]

where the operations are again meant point-wise, where (i) is applied before smoothing and where \( \delta \) should be of the order of the discretization error below which the responses can be treated as zero. For the considered problem, \( \alpha_{ab} = 5 \) turned out to be a reasonable choice and we furthermore consider \( \delta = 10^{-4} \).

As a consequence of restricting the correction factors \( a_k \) as in (25), the zero-order consistency condition in (24) can only be satisfied approximately, i.e.,

\[
s_k(u_k) = z_f(u_k) + \epsilon,
\]

with \( \epsilon \) thus denoting the difference between the corrected coarse model and the fine model response in the point \( u_k \). Although consistency in the first-order derivative of the surrogate model (23) and the fine model response as in (24) is nevertheless satisfied, agreement in the first-order derivative of the corresponding cost function values is not, as will be explained below.

Assuming a general Euclidean least-squares norm \( J \), measuring the misfit between the model response \( y \) and some specification \( y_d \), the gradient \( J' \) is given by

\[
J'(y) = \frac{dJ(y)}{du} \bigg|_{u=u_0} = (y(u_0) - y_d)^T y'(u_0),
\]

\[
J(y) := \frac{1}{2} \| y(u) - y_d \|^2.
\]

The surrogate’s cost function gradient is then given by

\[
J'(s_k(u_k)) = (s_k(u_k) - y_d)^T s_k'(u_k)
\]

\[
= (z_f(u_k) + \epsilon - y_d)^T z_f'(u_k).
\]

The exact agreement in the cost function gradients, i.e., \( J'(s_k(u_k)) = J'(z_f(u_k)) \), can only be obtained if, besides the first-order consistency, also exact zero-order consistency as is in (24) is ensured, i.e., \( \epsilon = 0 \).

It is not clear, whether an exact agreement in the first-order derivative (apart from approximation errors) is actually necessary in practice. Nevertheless, we use another additive term, denoted as \( D_k \), in the definition of the surrogate (23), that allows us to eliminate any possible influence of the problem described above. The surrogate, which we finally employ in the optimization, is formulated as

\[
s_k(u) := \bar{s}_k(u) + D_k + E_k (u - u_k),
\]

\[
D_k := z_f(u) - \bar{s}_k(u_k) = \epsilon,
\]

where the terms \( \bar{s}_k \) and \( E_k \) are defined in (22) and (23) and where the underlying correction factors \( a_k \) are restricted as suggested in (25). Note, that the term \( D_k \) can be obtained at no additional costs, since the necessary quantities at that iterate are already incorporated in the underlying surrogate formulation (cf. (23)) and are thus available.

The surrogate in (29) satisfies exact zero- and first-order consistency, both with respect to the fine model response \( z_f \) as well as with respect to its cost function \( J(z_f) \) in the current point \( u_k \).

### 7. Optimization Setup

The operation and performance of the proposed surrogate-based algorithm is illustrated through the results of exemplary optimization runs with \( n_c = 33, n_{c,f} = 8760 \cdot 5 \) and \( \beta = 40 \), which means that we obtain \( n_{ce} = n_{c,f}/\beta = 1095 \) discrete time steps for the coarse model. The specific choice of \( \beta \) has been motivated in Section 5 (see also [21]). In [38] it has already been demonstrated that, at least from point of view of the optimization results, the vertical model grid can be reduced to \( n_c = 33 \) depth layers, instead of the originally employed 66. It has been demonstrated that optimization of both models yield practically identical results with respect to parameter match and quality of the optimal solution.

In the following, the solutions’ quality and the computational cost of the surrogate-based optimization is compared to the results of a direct fine and coarse model optimization. The quality of the solutions is assessed by visual inspection of the model response and inspection of the corresponding cost function and parameter values.

The computational costs of the distinct optimization processes is measured in so-called *equivalent* fine model evaluations. This means, that for the considered coarse model, \( \beta \) evaluations (with \( \beta = 40 \) in this paper) are equivalent to (or, as expensive as) one fine model evaluation, which is a result of the chosen coarser discretization employing the factor \( \beta \) (cf. Section 5). On the other hand, the cost of one iteration of the surrogate-based optimization (in terms of equivalent fine model evaluations) equals to the number of coarse model evaluations necessary to optimize the surrogate model divided by this factor \( \beta \), and increased by the cost for the response correction.

For the proposed surrogate (29), the cost of the correction is approximately 13 equivalent fine model evaluations. This mainly results from the cost of the actual fine model evaluations: one for the multiplicative correction, and 12 for the finite differentiation (the model has 12 parameters). The further cost of the coarse model evaluation plus its jacobian, correspondingly 13 divided by the factor \( \beta = 40 \), is negligible here.

For all optimization runs we used the MATLAB\(^1\) routine `fmincon`, exploiting the active-set algorithm.

As has been verified for example in [19], the solution obtained by using both local, gradient-based and global, genetic algorithms, provided no suitable fit of the target. Obtaining a

\(^1\)MATLAB is a registered trademark of The MathWorks, Inc., http://www.mathworks.com
better result with other optimization methods seems not very likely. Thus we tentatively accept the found minima in [19] and argue that the NPZD model in the current formulation will have to be changed or extended to yield a better quality of the fit.

However, it is not the focus of this paper to further address this issue. Our aim clearly is to demonstrate the applicability of the proposed approach to the parameter optimization of the considered model. More specifically, the focus is to demonstrate that, by exemplary optimization runs, SBO is able to yield a solution close to the one obtained by a direct fine model optimization at low optimization costs.

It should be emphasized that, given attainable measurement data, direct fine model optimization is able to reconstruct the target and corresponding optimal parameters (i.e., the discrete model is well suited for parameter identification, see e.g. [19]). Secondly, the performance of SBO is similar, i.e., a solution which fits the observed quantities can be obtained at low computational costs. In [21], this has been verified using model-generated, attainable target data, where a surrogate as formulated in (22) has been employed in an illustrative SBO run.

Because the optimization problem under consideration is quite complex, we employ, for both the fine and coarse model optimization, a random search algorithm prior to the MATLAB’s gradient-based fmincon algorithm. This turned out to be quite suitable for the considered problem to locate a rough solution initially at low computational costs (since no sensitivity data is used). More specifically, we use 500 model evaluations within this algorithm, which turned out to yield a reasonable trade-off between the accuracy of the solution and the optimization cost.

Furthermore, the initial point for the SBO algorithm run is the optimal solution of the coarse model. This is the best approximation of the optimum that we can obtain at a low cost, without involving the fine model at all.

7.1. Reference Fine Model

To be precise, we have to distinguish between two fine model responses and corresponding optimization problems.

Firstly, we consider the optimization of the original fine model for comparison which has been utilized in various optimization runs (see, e.g., [18, 19, 20]) and which we briefly described in Section 4.4. Let us recall that “original” denotes the fine model with a time step of \( \tau_f = 1 \) h where no further operations such as down-sampling and smoothing have been applied (cf. Section 4.3).

However, the coarse model response, due to the employed coarser temporal discretization and applied smoothing, is supposed to provide an approximation of the down-sampled and smoothed fine model response \( z_f \). Moreover, the surrogate (29) is zero- and first-order consistent with the transformed fine model response \( z_f \) (cf. (24)). Consequently, in order to obtain a fair comparison, the down-sampled and smoothed fine model response and corresponding optimization has to be treated as the actual reference. A formulation of the corresponding reference cost function is provided below in Section 7.2. A well performing surrogate-based algorithm, exploiting the proposed surrogate, is thus expected converges to at least a local minimum of this reference optimization problem (cf. Section 3.3).

7.2. Cost Function – Reference Fine, Coarse and Surrogate Model Optimization

The cost function used in conjunction with the original fine model response \( y_f \) has already been formulated in Section 4.4.

In this section we now propose a formulation for the reference fine, coarse model and for the surrogate-based optimization, which briefly reads

\[
J_2(z) := \| C_2 z - y_d \|^2_f, \tag{30}
\]

where, again, we choose an Euclidean norm weighted by assumed standard deviations of the measurements \( \sigma = (\sigma_j)_{j=1,...,5} \) (see [18, 19]) and where the operator \( C_2 \), which has to be used to make the model response commensurable with the measurements, is similar to the one, \( C_1 \), used in the original cost function (cf. Section 4.4).

However, differently to the operator \( C_1 \) in (16), the constant temporal alignment is adjusted to the coarser temporal grid. As was motivated in Section 6.1.1, we further employ a simple division of the smoothed response \( z \), i.e., the response of state

\[
\text{Table 2: Optimization problems considered in this work with } u \text{ denoting the optimization variable. } U_{ad} := \{ u \in \mathbb{R}^{12} : b_l \leq u \leq b_u \}, \text{ denotes the space of admissible parameters with component-wise upper and lower bounds } b_l \text{ and } b_u, \text{ respectively, as more specifically given in Table 3 (see also Section 4.4). Cost functions } J_1 \text{ and } J_2 \text{ are formulated in (16) and (30). Prior to (O.1) - (O.3), we further perform a random search with an initial guess } u_0. \text{ For the sake of brevity, corresponding results are omitted here.}
\]
Figure 4: Reference fine model response $z_f$ at the solutions $u_{f1}^*$, $u_{f2}^*$, $u_{f3}^*$ of an exemplary (reference) fine, coarse model and of a SBO run after three iterations (cf. Table 2). Responses are shown for three illustrative tracers, some depth layer and, in Figure (b), for the sake of better visibility, for a section of the whole time interval. Lower right plots: subsequent iterates $u_t$ and $u_{t0}$ obtained in the SBO, here, by means of chlorophyll and phytoplankton and for an even smaller time section, since changes are small.

The underlying cost functions have been formulated in Sections 4.4 and 7.2. The four optimization problems (omitting the random search) are denoted as (O.1) - (O.4) and – to provide a clear overview – are again summarized in Table 2.

To verify the performance of the proposed method, we consider the reference fine model response $z_f$ (cf. Section 7.1) and corresponding cost function value $J_2(z_f)$ (cf. (30)) at the respective optima $u_{f1}^*$, $u_{f2}^*$ and $u_{f3}^*$. In order to also account for the solution $u_{f1}^*$ obtained by the original fine model optimization (cf. Section 4.4), we subsequently present the original fine model response $y_f$ and corresponding cost function value $J_1(y_f)$.

7.3. Optimization Problems and Comparison of Solutions

In the following, we account for the solutions of both an illustrative reference (cf. Section 7.1) and original fine model optimization (cf. Section 4.4), denoted as $u_{f1}^*$ and $u_{f1}^s$, respectively. We further consider the solution $u_{f1}^c$ of a coarse model optimization which is used as initial point for an illustrative SBO run. The solution obtained by SBO will be denoted by $u_{c}^*$. For the sake of brevity, results of the priorly performed random search as motivated above are omitted in the following.

$CUP$) by the factor two, in order to obtain an approximation of the 24-hourly mean which is applied to the original hourly fine model response for this state. Again, for the sake of simplicity, we omit any detailed formulation of the operator $C_2$ here.
For the SBO, we use a trust-region (TR) safeguard (cf. Section 7.3) to further increase the robustness of the optimization process, i.e., to guarantee convergence to at least a local minimum. Considerations and the computational costs (measured in equivalent number of fine model evaluations). Also shown are the corresponding cost function values at optimal solutions $u^*_f$ and $u^*_r$ (obtained by the original and reference fine model optimization), the optimization history of the trust-region radius $\delta_k$ and of the squared step size norm. Note that, for the sake of simplicity, we omit explicit results of the prior coarse model optimization run. Horizontal red solid/dashed lines denote distinct termination conditions considered in the SBO. Legends also apply to the plots on the right, accordingly.

7.5. Stopping Criterion

As a termination condition for the SBO, we use the absolute step size (measured in the Euclidean norm) between two successive iterates $u_k$ and $u_{k-1}$ as well as a lower bound for the TR radius $\delta_k$, in the following denoted by $\delta_k^{\min}$. In practice, we choose a smaller bound for TR radius than for gamma because of the large value of $m_{\text{decr}}$. The solution $u^*_f$ obtained by SBO is thus defined as

$$u^*_f := \left\{ u_k \mid \left( \| u_k - u_{k-1} \|_2 \leq \gamma \right) \lor \left( \delta_k \leq \delta_k^{\min} \right) \right\}.$$  (33)

To test various trade-offs between the quality of the solution obtained by SBO and the corresponding computational cost we consider three distinct values for the threshold, more specifically

$$\{ \gamma, \delta_k^{\min} \} = \{10^{-2}, 10^{-3}\}, \{10^{-4}, 10^{-5}\}, \{2.5 \cdot 10^{-3}, 2.5 \cdot 10^{-6}\}.$$

8. Numerical Results and Outlook

In Figure 4, the solutions of the exemplary optimization runs as described in Section 7.3 (cf. optimization problems (O.2) - (O.4) in Table 2) are presented, comparing the reference fine model response $z_f$ at the respective optima. More specifically,
Table 3: Specific parameter values of the solutions obtained by coarse and fine (original and reference) model optimization and of the iterates 3, 4 and 10 obtained in a SBO run. Also shown are the considered upper and lower parameter bounds $b_l$ and $b_u$.

<table>
<thead>
<tr>
<th>Iterates</th>
<th>$n_{0,1}$</th>
<th>$n_{0,2}$</th>
<th>$n_{0,3}$</th>
<th>$n_{0,4}$</th>
<th>$n_{0,5}$</th>
<th>$n_{0,6}$</th>
<th>$n_{0,7}$</th>
<th>$n_{0,8}$</th>
<th>$n_{0,9}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$u^*_1$</td>
<td>1.000</td>
<td>0.522</td>
<td>0.051</td>
<td>0.040</td>
<td>0.010</td>
<td>4.000</td>
<td>4.000</td>
<td>0.007</td>
<td>0.059</td>
</tr>
<tr>
<td>Solution of a coarse model optimization (O.3)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$u_3$</td>
<td>1.000</td>
<td>1.195</td>
<td>0.052</td>
<td>0.035</td>
<td>0.024</td>
<td>4.000</td>
<td>4.000</td>
<td>0.003</td>
<td>0.089</td>
</tr>
<tr>
<td>$u_4$</td>
<td>1.000</td>
<td>1.193</td>
<td>0.052</td>
<td>0.034</td>
<td>0.026</td>
<td>4.000</td>
<td>4.000</td>
<td>0.004</td>
<td>0.095</td>
</tr>
<tr>
<td>$u_{10}$</td>
<td>1.000</td>
<td>1.176</td>
<td>0.048</td>
<td>0.035</td>
<td>0.018</td>
<td>4.000</td>
<td>4.000</td>
<td>0.004</td>
<td>0.094</td>
</tr>
<tr>
<td>Solution of SBO (O.4):</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$u^*_2$</td>
<td>1.000</td>
<td>1.145</td>
<td>0.049</td>
<td>0.035</td>
<td>0.020</td>
<td>4.000</td>
<td>4.000</td>
<td>0.003</td>
<td>0.095</td>
</tr>
<tr>
<td>Solution of a (reference) fine model optimization (O.2)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$u^*_3$</td>
<td>1.000</td>
<td>1.063</td>
<td>0.112</td>
<td>0.043</td>
<td>0.082</td>
<td>4.000</td>
<td>4.000</td>
<td>0.004</td>
<td>0.081</td>
</tr>
<tr>
<td>Solution of a (original) fine model optimization (O.1)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$b_l$</td>
<td>0.300</td>
<td>0.200</td>
<td>0.001</td>
<td>0.000</td>
<td>0.010</td>
<td>0.025</td>
<td>0.040</td>
<td>0.000</td>
<td>0.010</td>
</tr>
<tr>
<td>$b_u$</td>
<td>1.000</td>
<td>1.460</td>
<td>0.253</td>
<td>0.630</td>
<td>0.730</td>
<td>4.000</td>
<td>4.000</td>
<td>0.630</td>
<td>1.000</td>
</tr>
</tbody>
</table>

Figure 6: Optimization history of the parameters $u_k$ obtained in the SBO as well as optimal parameter $u^*_1$ and $u^*_2$ obtained by direct fine model optimization (original and reference).

Figure 4a shows the model response which is transformed (using the operator $C_2$) to be commensurable with the given measurement data $y_d$, i.e., $C_2 z_f$ (cf. Section 7.2). Shown are the solution $u_k$ obtained by SBO after 3 iterations (corresponding to a stopping criterion of $(\gamma, \sigma_k^{\min}) = (10^{-2}, 10^{-3})$). Furthermore shown are – by means of the tracer Chlorophyll a – also the subsequent solutions $u_3$ and $u_{10}$ after 4 and 10 iterations (corresponding to $(\gamma, \sigma_k^{\min}) = (10^{-4}, 10^{-5})$ and $(2.5 \cdot 10^{-4}, 2.5 \cdot 10^{-6})$, respectively). In order to verify that also the overall quality of the solution obtained by SBO is sufficiently close to the one obtained by fine model optimization, we present the corresponding “untransformed” response $z_f$ in Figure 4b.

It can be observed that SBO converges to the optimal solution $u^*_2$ obtained by the reference fine model optimization as shown in Figures 4, 4b, 5 and 6 (see also Table 3). Whereas coarse model optimization provides a rather inaccurate solution (i.e., not close to the reference fine one), SBO is able to yield a remarkably accuracy already after 3 iterations – both in terms of quality of the solution (cf. Figure 4, 4b and 5) and parameter match (cf. Figure 6 and Table 3). Only approximately 63 equivalent fine model evaluations were required (cf. Figure 5) for these first three iterations of the SBO run, whereas the prior coarse model optimization requires 22 equivalent fine model evaluations which adds to the costs of the SBO. On the other
hand, fine model optimization requires 567 model evaluations. This corresponds to a significant reduction in the optimization cost down to approximately 15% of that of a direct fine model optimization. Subsequent iterations within the SBO (or, equivalently, decreasing the thresholds used in the stopping criterion (33)), as shown in lower right plots in Figures 4 and 4b and in Figures 5, 6 and Table 3, only marginally increases the accuracy of its solution. However, proceeding to the subsequent iterate $\mathbf{u}_{10}$ in the SBO requires approximately 150 additional equivalent fine model evaluations (cf. upper right plot in Figure 5). Thus, terminating the SBO after the first three iterations seems appropriate for the considered problem. Furthermore, the trade-offs between the solution accuracy and the extra computational overhead related to sensitivity calculation have been investigated by additional numerical experiments. It turns out that without using fine/coarse model sensitivity, the solution of SBO is not sufficiently accurate for the considered problem, whereas, clearly, the cost savings are higher. For the sake of brevity, the results of these additional experiments are not shown here.

8.1. Quality of Reference and Original Fine Model Solution

In order to assess the quality of the solutions obtained by the reference and original fine model optimization, Figures 7a and 7b furthermore present the original fine model response $y_f$ at the two fine model solutions, $\mathbf{u}_{f1}$ and $\mathbf{u}_{f2}$. Shown is the transformed model response $C_1 y_f$ in Figure 7a to assess the quality and difference of the responses with respect to the measurement data. Also shown is the “untransformed” response $y_f$ in Figure 7b to furthermore investigate the overall quality. For better visibility, a smaller illustrative time section is selected here. Figures 5 and 6 present the optimal parameters $\mathbf{u}^*_f$ and corresponding cost function value $J_f(y_f(\mathbf{u}^*_f))$, for comparison with the corresponding quantities, $\mathbf{u}^*_{f1}$ and $J_f(y_f(\mathbf{u}^*_{f1}))$, for the reference solution, respectively.

It can be observed that both solutions are fairly close in terms of the quality of the responses (further reflected by the corresponding quite close cost function values) and in terms of the parameter match. The rather small differences between the original and reference fine model solutions is mainly due to down-sampling and smoothing. These operations have been applied to the coarse and fine model response but not to the target data, since the real measurements are not given on the temporal grid of the fine model but are rather sparsely distributed. However, for dense model-generated data, it has been shown in [21] that these differences are marginal and the solution obtained by surrogate-based optimization converges to the original one as desired.

9. Conclusions

Computationally efficient calibration of a marine ecosystem model is presented. We exploit a surrogate-based optimization algorithm working with a low-fidelity (or coarse) model obtained from a temporal coarser discretization. We employ a multiplicative correction to the coarse model response which allows us to create a reliable approximation (the surrogate) of the computationally expensive original (or fine) model. The surrogate model is furthermore enhanced by using fine model

Figure 7: Original fine model response $y_f$ for comparison, at the solutions $\mathbf{u}^*_f$, $\mathbf{u}^*_{f1}$ of an original and reference fine model optimization. Responses are shown for two illustrative tracers, some depth layer and, in (b), for the sake of better visibility, for a section of the whole time interval.
sensitivity information. The algorithm is embedded in the trust-region approach.

As a case study, we consider a selected representative of the class of one-dimensional marine ecosystem models. The complexity of the response of this specific model is comparatively high. Thus, and because biochemistry mainly happens locally in space, this model serves as a suitable test case before investigating computationally more expensive three-dimensional models.

As demonstrated through numerical experiments, the presented approach yields a solution of high quality at a computational cost that is substantially lower than for the direct fine model optimization. Time savings are as high as 85 percent. A basic formulation of this approach (without exploiting fine model sensitivity) has already been investigated in [21] and demonstrated to yield an accurate solution at low computational costs for model-generated, synthetic target data.

The enhancements of the surrogate model and the optimization algorithm (the use of fine model sensitivity and a trust-region approach) introduced in this work are essential to calibrate the model against real, measurement data. Specifically, they ensure a sufficiently accurate solution of the surrogate-based optimization while retaining the high computational savings when compared to a direct fine model optimization.
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Accelerated Parameter Identification in 3D Marine Ecosystem Models Using Surrogate-Based Optimization

M. Prieß, J. Piwonski, S. Koziel, T. Slawig

Abstract

We show the acceleration of parameter identification runs in a marine ecosystem model using an offline computation with transport matrices and the method of Surrogate-based Optimization (SBO). Aim is to identify parameters of the biogeochemical model such that the model output fits given data. The SBO approach replaces the original model by a surrogate, based on a coarser model and further aligned by a special multiplicative point-wise correction technique. In our example problem, the model computes a steady annual cycle for a two-tracer biogeochemical model, which is coupled to pre-computed ocean circulation. The steady annual cycle of the ecosystem is computed in a classical spin-up by integrating the model some thousands of years model time until no significant temporal changes in the system are measurable. The coarse model for the SBO approach is constructed by reducing the steps significantly in this fixed point type iteration. As a test case we use model-generated, synthetic data. We study an appropriate choice of the coarse model, give details on the multiplicative correction scheme and compare the computational effort of the SBO approach to the one of a direct fine model optimization. The obtained reduction in computing time is significant. The method is quite general and can be easily applied to other, also more complex biogeochemical models.

Keywords: climate models, marine ecosystem models, accelerated parameter identification, surrogate-based optimization, response correction, low-fidelity models

1. Introduction

To determine or identify the parameters of the biogeochemical source-minus-sink terms in a given marine ecosystem model is still a challenging task in ocean modeling, especially when a spatially three-dimensional ocean circulation is considered as forcing. Since there is even no agreement upon what is the correct ecosystem model or model structure, an assessment of the different models highly depends on their validation against given observational data. This validation process intrinsically requires parameter optimization runs to estimate the model’s capability in representing the data and thus to be appropriate and valid for prognostic simulations.

Solving this nonlinear optimization problem, whether deterministic (e.g., gradient-based) or stochastic (e.g., meta-heuristics) algorithms are used, typically requires a large number of expensive objective function evaluations, which translates into prohibitively high computational cost. Straightforward attempts by employing the model under consideration directly in an optimization loop using conventional optimization algorithms is thus often tedious or even infeasible. As a consequence, methods that accelerate either the optimization process itself or the underlying simulation are highly appreciated.

With respect to the latter, the Transport Matrix Method (TMM) introduced in Khatiwala et al. (2005) allows to compute the distribution of biogeochemical tracers for a given climatological ocean circulation. Pre-computed by an ocean model, the discretized diffusion and advection operators are stored in the transport matrices which can be used later on for an offline computation of the biogeochemical tracers. Consequently, using the TMM all biogeochemical tracers are regarded to be passive.

When applied to simulate a steady annual cycle in the marine ecosystem, the TMM can be efficiently used in a spin-up simulation (i.e., a pseudo-time stepping or fixed point iteration) or using Newton’s method, as described for example in Khatiwala (2008). Using sophisticated numerical libraries and parallelization strategies, a flexible environment for simulation of a whole class of biogeochemical models has been developed, see Piwonski and Slawig (2010, 2011).

But still, with this numerical acceleration technique, a parameter optimization run is very time-consuming even on high performance computers when directly applying standard methods of nonlinear optimization. In this paper, we present a strategy called Surrogate-based Optimization (SBO) that significantly reduces the computational effort of a parameter optimization run. The method is widely used in engineering applications (see, among others, Bandler et al. (2004); Forrester and Keane (2009); Leifsson and Koziel (2010); Queipo et al.
(2005)). One SBO approach employing a response corrected physical coarse model has already been successfully applied on parameter optimization in a biogeochemical model of NPZD type in a single water column, see Prieß et al. (2011c,b). The reduction in computation time achieved there was up to 95%. Motivated by this results, we now investigate SBO for a spatially three-dimensional marine ecosystem model.

The idea of the surrogate-based optimization method is to replace the original (in the SBO framework also called fine or high-fidelity) model in the optimization process by a computationally cheaper but yet reasonably accurate representation, the surrogate. In our application, the term model refers to the complete coupled marine ecosystem model consisting of the pre-computed ocean circulation represented by the transport matrices and the biogeochemical source-minus-sink terms. When looking for a steady annual cycle, one model run thus means a spin-up of the coupled ecosystem model into a steady cycle (at least up to a desired numerical accuracy).

The surrogate can be created by approximating sampled fine model data (so-called function-approximation surrogates, see Queipo et al. (2005); Simpson et al. (2001); Smola and Schölkopf (2004)) or by employing a physics-based low-fidelity or coarse model, a computationally cheap but less accurate representation of the fine model. The latter approach is used in this paper.

Here, at each iteration of the SBO algorithm, the surrogate is build from the physics-based coarse model and, in order to improve its accuracy, by updating its output/response using information from the fine model and a special alignment or correction procedure. A next iterate, a prediction of the fine model optimum is obtained by optimizing this surrogate. This optimization process only incorporates evaluations of the computationally much cheaper coarse model. This process of updating the surrogate and subsequent optimization is iterated in order to keep the surrogate close to the original fine model and locate the fine model optimum as precisely as possible while, most importantly, the overall computational effort is ideally retained small. Since every iteration step of the proposed SBO algorithm just requires one fine model evaluation, the SBO approach can be very efficient in terms of total number of function evaluations of the fine model necessary to yield a reasonably accurate optimum, when compared to a direct fine model optimization.

In this paper, we show how the SBO method using a truncated spin-up to construct a coarse model and a special multiplicative alignment or correction technique to obtain the surrogate leads to a significant reduction in overall time for parameter optimization in an exemplary marine ecosystem model, namely the N-DOP model described in Kriest et al. (2010). To prove feasibility of the method, we used synthetic, model-generated twin data and performed illustrative optimization runs. In this application, the total reduction of optimization cost achieved by the SBO method is again higher than 90% while still yielding a reasonable optimum. We have thus successfully transferred the SBO method from the engineering context to an application in ocean modeling and parameter identification.

Subsequent steps will include enhancement of the present approach by coarse/fine model sensitivity, which would allow us to locate fine model optimum more accurately. The trade-offs between the solution accuracy and the extra computational overhead related to sensitivity calculation will be investigated. Furthermore, the application to real measurement data will be necessary to demonstrate the full capabilities of this approach. This has already been successfully done for the one-dimensional NPZD model in Prieß et al. (2011a). Since the used software framework in Piwonski and Slawig (2011) is rather flexible with respect to the choice of the biogeochemical model, an application of the SBO method to other, also more complex ecosystem models is computationally tractable.

The structure of the paper is as follows: In Section 2, we briefly describe the general structure of marine ecosystem models, the N-DOP model considered as an example in this paper, and the numerical solution method based on the TMM. A general formulation of the parameter identification or optimization problem is presented in Section 3. Section 4 provides a short overview on surrogate-based optimization. To show how an appropriate low-fidelity or coarse model can be chosen, we investigate distinct coarse models in Section 5. Our actual choice and the multiplicative response correction technique which we employ in this paper are motivated in Section 6. Section 7 provides an initial validation of the proposed approach which was performed prior to a full optimization run. The details of the SBO setup are described in Section 8, and numerical results and discussion of our SBO runs are presented in Section 9. Section 10 concludes the paper with a summary and an outlook.

2. Model description

Marine ecosystem models mainly consist of two parts, namely the ocean circulation and the biogeochemical model. For the investigation of the oceanic part of the global carbon cycle, especially the latter is subject of current research. Ocean biota plays an important role therein, and due to its complex and partly unknown organic and inorganic cycles a formulation of a comprehensive biogeochemical model is rather difficult. Here parameter identification and optimization helps assessing biogeochemical models in a satisfactory manner.

2.1. Coupled marine ecosystem models

A fully coupled marine ecosystem model is a system of equations modeling the ocean circulation including temperature and salinity distributions coupled to equations governing transport and reaction of biogeochemical tracers. The coupling reflects the fact that tracer concentrations are advected by the ocean circulation, their diffusion is dominated by the turbulent mixing of marine water, and vice versa a tracer concentration may affect the ocean circulation. A fully coupled simulation is computationally expensive since the simulation of both systems must be performed simultaneously. A single model evaluation in three space dimensions can be performed on high-performance computers only, even more if steady annual cycles – whose simulation requires long-term spin-ups – are looked for.

In contrast, an off-line model or computation is a simplified approach for tracers that are (or are regarded as) passive,
i.e., they do not affect the ocean physics or this influence is neglected. This results in a one-way coupling only, namely from the ocean circulation to the tracer dynamics, i.e., the precomputed circulation data enter the tracer transport equations as forcing terms. These are the advection velocity vector field $\mathbf{v} = \mathbf{v}(x, t)$, mixing coefficient $\kappa = \kappa(x, t)$, temperature and optionally salinity. Here $(x, t)$ denotes a point in the space-time cylinder $\Omega \times [0, T]$ with $\Omega \in \mathbb{R}^3$ being the spatial domain (i.e., the ocean) with boundary $\Gamma = \partial \Omega$ and $[0, T], T > 0$, the time interval.

With this data given, the marine ecosystem model considered in an offline computation is the following system of parabolic partial differential equations (here for $n$ tracers, with $y_i = y_i(x, t)$):

$$\frac{\partial y_i}{\partial t} = \nabla \cdot (\kappa \nabla y_i) - \nabla \cdot (\mathbf{v} y_i) + q_i(y_1, \ldots, y_n, \mathbf{u}), \quad i = 1, \ldots, n \quad (1)$$

Additionally, homogeneous Neumann boundary conditions on $\Gamma$ for all tracers $y_i$ are imposed. The source-minus-sink terms $q_i$ in general are nonlinear and represent growth, dying, and reaction models. Usually each of the $q_i$ depends on several other tracers, reflecting the coupling between them. Here, we neglect the additional dependency on the space and time coordinates in the notation for brevity. The $q_i$ also include the model parameters (as growth and dying rates, sinking velocities etc.) that are subject to identification. They are spatially and temporally constant and summarized in the vector $\mathbf{u} \in \mathbb{R}^m$.

### 2.2. The N-DOP model as a biogeochemical model example

For our example application of the parameter identification using the SBO method we choose the N-DOP model as the biogeochemical part of the considered marine ecosystem. The model incorporates two tracers, namely phosphate (nutrients, $N$) and dissolved organic phosphorus (DOP) denoted by $y_N$ and $y_{DOP}$ respectively. We give here a short model description and basically use the notation of Kriest et al. (2010), where more details can be found. The vertical coordinate is denoted by $x_3$ here.

In the model, the biological production (the net community productivity) is calculated as a function $f$ of nutrients and light $I$. The production is limited using a half saturation function, also known as Michaelis-Menten kinetics, and a maximum production rate parameter $\alpha$ as

$$f(y_N, I) = \alpha \frac{y_N}{y_N + K_N} \frac{I}{I + K_I}.$$  

Light, here, is a portion of short wave radiation $I_{SWR}$, which is computed as a function of latitude and season following the astronomical formula of Paltridge and Platt (1976). The portion depends on the photo-synthetically available radiation $\sigma_{PAR}$, the ice cover $\sigma_{ice}$ and the exponential attenuation of water

$$I = I_{SWR} \sigma_{PAR} (1 - \sigma_{ice}) \exp(-x_3 K_{H2O}).$$

A fraction of the biological production $\sigma$ remains suspended in the water column as dissolved organic phosphorus, which remineralizes with a rate $\lambda$. The remainder of the production sinks as particulate to depth where it is remineralized according to the empirical power law relationship determined by Martin et al. (1987). Similar modeling of biological production can be found in Dutkiewicz et al. (2005); Parekh et al. (2005); Yamana and Tajika (1997).

Moreover the model formulation consists of a production (sun lit, euphotic) zone, with a depth of $l_{\prime}$, and a noneuphotic zone, $\Omega_1$ and $\Omega_2$ respectively. The source-minus-sink terms read

$$q_N(y_N, y_{DOP}, \mathbf{u}) = \begin{cases} -f(y_N, I) + \lambda y_{DOP} & \text{in } \Omega_1 \\ \sigma \frac{\partial}{\partial x_3} F(y_N, I) + \lambda y_{DOP} & \text{in } \Omega_2 \end{cases}$$

$$q_{DOP}(y_N, y_{DOP}, \mathbf{u}) = \begin{cases} \sigma f(y_N, I) - \lambda y_{DOP} & \text{in } \Omega_1 \\ -\lambda y_{DOP} & \text{in } \Omega_2 \end{cases}$$

where

$$F(y_N, I) = (x_3/l_{\prime})^{-b} \int_0^{x_3} f(y_N, I) dx_3.$$  

The parameters to be identified are summarized in the vector $\mathbf{u}$. They are given in Table 1.

### 2.3. Transport matrices

In this section we briefly describe the usage of the Transport Matrix Method (TMM) introduced in Khatiwala et al. (2005) which significantly accelerates an offline tracer transport simulation. Since in this case the ocean circulation data is only used as pre-computed input for the tracer transport equations (1), the spatial differential operators therein can be represented as a linear operator and the equations can be formally written as

$$\frac{dy_i}{dt} = A(\kappa, \mathbf{v}) y_i + q_i(y_1, \ldots, y_n, \mathbf{u}), \quad i = 1, \ldots, n, \quad (2)$$

where $A(\kappa, \mathbf{v})$ is the (time-dependent) linear operator comprising the whole transport, i.e., diffusion and advection, for the given ocean circulation data $\kappa$ and $\mathbf{v}$. Note that $A$ is identical for all tracers if the molecular diffusion of the tracers is small compared to the turbulent mixing, which is a reasonable simplification.

Instead of using the ocean circulation data $\kappa, \mathbf{v}$ itself and discretizing the corresponding diffusion and advection operators in the tracer transport simulation, the TMM builds up a certain number of temporally averaged matrices $A$ using an ocean model, i.e., with its numerical diffusion and advection scheme. This is done basically by applying the diffusion and advection parts of the ocean model to special kinds of tracer basis functions, thus building up the matrix $A$ columnwise. Since normally in ocean models an operator splitting between explicit and implicit parts is used to guarantee stability, the TMM also builds two sets of matrices, one for either part of the numerical scheme. Note that hence also the application of the implicit part of the scheme is now performed just by a matrix-vector multiplication (namely with the implicit transport matrix) instead of solving a linear system. A comprehensive discussion of the temporal and spatial discretization as well as the pro-
Table 1: Element in parameter vector, variable name, description and units for the N-DOP model parameters.

<table>
<thead>
<tr>
<th>( u_i )</th>
<th>Name</th>
<th>Description</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>( u_1 )</td>
<td>( \lambda )</td>
<td>remineralization rate of DOP</td>
<td>( 1/d )</td>
</tr>
<tr>
<td>( u_2 )</td>
<td>( \alpha )</td>
<td>maximum community production rate</td>
<td>( 1/d )</td>
</tr>
<tr>
<td>( u_3 )</td>
<td>( \sigma )</td>
<td>fraction of DOP, ( \bar{\sigma} = (1 - \sigma) )</td>
<td>--</td>
</tr>
<tr>
<td>( u_4 )</td>
<td>( K_N )</td>
<td>half saturation constant of N</td>
<td>( m \text{molP}/m^3 )</td>
</tr>
<tr>
<td>( u_5 )</td>
<td>( K_I )</td>
<td>half saturation constant of light</td>
<td>( W/m^2 )</td>
</tr>
<tr>
<td>( u_6 )</td>
<td>( K_{H_2O} )</td>
<td>attenuation of water</td>
<td>( 1/m )</td>
</tr>
<tr>
<td>( u_7 )</td>
<td>( b )</td>
<td>sinking velocity exponent</td>
<td>--</td>
</tr>
</tbody>
</table>

cess of evaluating transport matrices, especially in combination with operator splitting schemes can be found in Khatiwala et al. (2005). For our results we used twelve implicit and twelve explicit transport matrices, which represent monthly averaged diffusion and advection. The matrices are interpolated linearly to the corresponding discrete time step during simulation.

We now introduce a time discretization for (2) and denote by \( y_j \) the appropriately arranged vector of the values \((y_j(x_k,t_j))_{j,k}\) of all \( n \) tracers on all spatial grid points \( x_k \in \Omega \) at the time step \( j \). In the same way, we denote the vector of the discretized source-minus-sink terms \( q_j \) at all spatial grid points \( x_k \), evaluated at fixed time \( t_j \), by \( q_j(y_j, u) \). Using the TMM and for simplicity a fixed time step \( \tau \), the time integration scheme for (2) now reads

\[
y_{j+1} = A_{\text{imp}} y_j + \tau A_{\text{exp}} y_j = \varphi_j y_j + \tau q_j(y_j,u), \quad j = 0, \ldots, n_t - 1. \tag{3}
\]

Here \( n_t \) is the total number of time steps and \( A_{\text{imp}}, A_{\text{exp}} \) are the implicit and explicit transport matrices at time step \( j \). The matrices are block-diagonal and usually sparse, depending on the used numerical scheme of the ocean model. Starting from a vector \( y_0 \) of initial values for the tracers, each step in the time integration scheme to solve the tracer transport equations (1) just consists of the evaluation of the source-minus-sink term and two matrix-vector multiplications.

2.4. Computation of a steady annual cycle

In our exemplary application, we use precomputed ideal or synthetic data denoted by \( y_d \) that have been generated by running the model into a (up to a certain numerical threshold) steady annual cycle. A model run in the optimization process thus means to compute a periodic solution of the discretized system (3) with a given fixed period of one year. Setting the end point \( T \) of the considered time interval to one year, we are looking for a fixed point of the mapping

\[
y_{n_t} = \Phi(y_0, u),
\]

where \( \Phi := \varphi_{n_t-1} \circ \cdots \circ \varphi_0 \) with the \( \varphi_j \) defined in (3), i.e., for a trajectory \((y_j)_{j=0,\ldots,n_t}\) with

\[
y_{n_t} = \Phi(y_0, u) = y_0.
\]

In this setting one application of the mapping \( \Phi \) corresponds to the computation of one year model time. Thus we will also refer to a period as a model year in the following. In the sequel we set the number of steps per year to \( n_t = 45 \). Assuming 360 days a year this time step corresponds to 192 hours. Both, the time step and the step count is kept fixed for our analysis and hence is not explicitly specified again.

The whole fixed point iteration now consists of a repeated application of the mapping \( \Phi \), i.e., we set

\[
y_{j+1} = \Phi(y_j, u), \quad l = 0, \ldots, n_l - 1, \tag{5}
\]

where \( n_l \) is the total number of iterations (model years) necessary to compute a steady annual cycle and \( y^* \) denotes the vector of discretized tracer after \( l \) years, i.e., \( y^* := y_{n_l} \). The iteration starts with a constant distribution \( y^0 \) of all tracers.

It is implemented as part of the simulation package of Metos3D (Marine Ecosystem Toolkit for Simulation and Optimization in 3-D), see Piwonski and Slawig (2011). From several computations it can be observed that after \( n_l = 3000 \) iterations (model years), a numerical steady solution (up to an accuracy of more than \( 10^{-2} \) in Euclidean norm, compare Figure 1) is obtained. Thus we refer to this as a converged steady annual cycle and take it as the reference high-fidelity (or fine) model output/response.

As shown in Figure 1, the residual in the solution of (4) can be further decreased by using a higher number \( n_l \) of model years used in the fixed point iteration (5). However, the number \( n_l = 3000 \) of steps (already used for example in Kriest et al. (2010)) provides a satisfactory accuracy.

We add the subscript \( f \) to distinguish the fine model state and corresponding number of model years, i.e., \( y_f, n_f \), from the corresponding coarse model ones.

3. The optimization problem

In order to identify the parameters in the biogeochemical model, we solve the following nonlinear optimization problem with given data \( y_d \):

\[
\min_{u \in \Omega} J(y(u)), \tag{6}
\]

where

\[
J(y) := \frac{1}{2} \| y - y_d \|_2^2, \quad \Omega := \{ u \in \mathbb{R}^m : b_l \leq u \leq b_u \},
\]

\[
b_l, b_u \in \mathbb{R}^m, \quad b_l < b_u.
\]
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where \( y(u) \) denotes a discrete solution of (4) for given parameters \( u \) and where \( m \) denotes the total number of model parameters to be identified (in this paper we have \( m = 7 \)). The inequalities in the definition of the set \( U_{ad} \) of admissible parameters are meant component-wise. The functional \( J \) may additionally include a regularization term for the parameters which was not necessary for the application considered in this paper. Additional constraints on the state variable of tracers, \( y \), might also be necessary, e.g., to ensure non-negativity. This was also not necessary in this application, negative values were treated as zero. The norm \( Y \) in the cost function is a (maybe weighted) Euclidean vector norm where optional weights may be taken as the inverse values of the variances of the measurements. Since we use synthetic data in this paper, such variances have not been applied.

\[ y(u) = \text{discrete solution of (4)} \text{ for given parameters } u \text{ and where } m \text{ denotes the total number of model parameters to be identified (in this paper we have } m = 7). \]

4. Surrogate-based optimization

Solving nonlinear optimization problems where computation of the objective function involves time consuming computer simulations may be quite challenging. The fundamental bottleneck is that most of conventional optimization algorithms, whether deterministic (e.g., gradient-based) or stochastic (e.g., meta-heuristics), typically require large number of objective function evaluations, which translates into prohibitively high computational cost. For such problems, where optimization of complex three-dimensional climate models is a representative example, development of methods that would reduce the number of expensive simulations necessary to yield a satisfactory solution becomes critical.

4.1. Surrogate-based optimization: overview

Computationally efficient optimization of expensive simulation models can be realized using surrogate-based optimization (SBO), see Bandler et al. (2004); Forrester and Keane (2009); Leifsson and Koziel (2010); Queipo et al. (2005). The principal idea of SBO is to replace the direct optimization of the original (fine) model \( y_f \) by iterative updating and re-optimization of its surrogate model, which is a computationally cheap and yet reasonably accurate representation of \( y_f \). Typically, the SBO algorithm constructs, in each iteration \( k \), the new/updated surrogate model \( y_s \) which is subsequently optimized to yield a prediction of the fine model optimum. The surrogate is created using available fine model data. For a well performing SBO algorithm the number of iterations is significantly smaller than for majority of conventional techniques, and each of these iteration normally involves just a few (in many cases only just one) evaluations of the high-fidelity model. This allows us to significantly reduce the overall optimization cost.

4.2. Surrogate model construction

Possible ways to create a surrogate include approximating sampled fine model data using a suitable technique, e.g., polynomial regression (Queipo et al., 2005), kriging (Simpson et al., 2001) or support-vector regression (Smola and Schölkopf, 2004). These so-called function-approximation surrogates do not inherit any physical characteristics of the original fine model – they are constructed without any particular knowledge of the system. They usually require a large amount of fine model evaluations so that their use to ad-hoc optimization may be questionable. On the other hand they are easily transferrable to other application areas.

Another possibility, which we explore in this paper, is to construct the surrogate from a physics-based low-fidelity (or coarse) model. Since the accuracy of the coarse model is usually not sufficient to directly replace the fine model in an optimization loop, it is often necessary to use suitable alignment/correction techniques to reduce the misalignment between the coarse and fine model responses. The specific correction technique exploited in this work is described in detail in Section 6. These so-called physics-based surrogates Søndergaard (2003), provided that the underlying coarse model is chosen properly, inherit the relevant physical characteristics of the original fine model so that only a few fine model data is necessary to ensure their good alignment with the fine model. As a result, SBO schemes working with physics-based surrogates normally require small number of fine model evaluations to yield a satisfactory solution. On the other hand, their transfer to other applications is less straightforward since the underlying coarse model and chosen correction approach is rather problem specific.

Possible ways to create a physics-based coarse model include using a coarser discretization (while employing the same simulation tool as for the fine model), simplified physics or different ways of describing the same physical phenomenon or even by using analytical formulas if available. Another straightforward way to construct a coarse model is to use a relaxed convergence criterion (or equivalently cutting down the number of iterations) used in the solution of the model state. This approach is used in this paper for the considered marine ecosystem model, where the model response is a steady annual cycle and a fixed point iteration is applied.

The surrogate model is updated at each iteration of the optimization algorithm, typically using available fine model data from the current and/or also from previous iterates. The particular surrogate model exploited in this paper is constructed by using the fine model response at the current optimization variable vector \( u \), only.

4.3. Updating solution, consistency conditions and SBO performance

In a typically SBO scheme, also exploited in this paper, the next iterate, \( u_{k+1} \), is obtained by optimizing the surrogate \( s_k \), i.e.,

\[
\argmin_{u \in U_{ad}} J(s_k(u))
\]

The process of aligning the coarse model to obtain the surrogate and subsequent optimization of this surrogate is repeated until a user-defined termination condition is satisfied, which can be based on certain convergence criteria, assumed level of cost function value or a specific number of iterations (particularly
if the computational budget of the optimization process is limited).

Key prerequisites to ensure that the SBO algorithm performs well, both in terms of low computational complexity and the quality of the final solution, are a cheap and yet reasonably accurate coarse model as well as a properly selected and low-cost alignment procedure (i.e., using a limited number of fine model evaluations, preferably just one).

Provided that the surrogate \( s_k \) satisfies so-called 0- and 1st-order consistency conditions with the original fine model \( y_f(u_k) \) at the iterate \( u_k \), i.e., agreement between function values and the 1st-order derivatives at the current iteration point as

\[
\begin{align*}
    s_k(u_k) &= y_f(u_k), \\
    s'_k(u_k) &= y'_f(u_k),
\end{align*}
\]

(8)

the surrogate-based scheme (7) is provably convergent to at least a local optimum of (6), under mild conditions regarding the coarse and fine model smoothness, and provided that the surrogate optimization scheme is enhanced by the trust-region (TR) safeguard, i.e.,

\[
    u_{k+1} = \arg\min_{u \in U_{ad}} J(s_k(u)), \quad \|u-u_k\| \leq \delta_k,
\]

(9)

with \( \delta_k \) being the trust-region radius updated according to the TR rules. We refer the reader to e.g. Conn et al. (2000); Koziel et al. (2010) for more details.

Ensuring the 1st-order consistency requires including fine/coarse model sensitivity which clearly increases cost for the coarse model alignment. Thus, for a given problem, the trade-offs between the solution accuracy and the extra computational overhead related to sensitivity calculation would have to be assessed.

By definition, the surrogate proposed in this paper satisfies 0-order consistency only. Formally, this is not sufficient to ensure the convergence of the surrogate-based scheme to a (local) minimum of the fine model optimization problem. However, as pointed out before, since the surrogate is physics-based, it inherits substantial knowledge about the fine marine ecosystem model under consideration and thus, its derivatives are expected to be at least similar to those of the fine model. Furthermore, because of being constructed from a physics-based coarse model, the surrogate exhibits quite good generalization capability, which means that it provides a reliable approximation of the fine model when moving from one parameter vector to another. Numerical results presented in Section 9 further confirm this, demonstrating that the 0-order consistent surrogate is able to yield remarkably good results at the cost of a few evaluations of the fine model only.

5. Low-fidelity models

There are various ways to create a physics-based coarse model. Some straightforward methods include neglecting second order terms in the model equations, using simplified physics or different ways of describing the same physical phenomenon or even by using analytical formulas if available instead of performing simulation.

Climate models, and also the three-dimensional coupled marine ecosystem model that we consider here as a representative sub-class, are typically given as time-dependent partial differential or differential algebraic equations (PDE/PDEAs), compare Gill (1982); Majda (2003); McGuffie and Henderson-Sellers (2005). A straightforward way to introduce a coarse model for these types of models thus is to reduce the spatial or temporal resolution. When the model response is a steady stationary or periodic state and a fixed point iteration is applied as it is the case for the considered model in this paper (cf. Section 2.4), another way of constructing a coarse model is possible by reducing the number of iterations in this fixpoint iteration (or, equivalently, by employing a relaxed stopping criterion). The implementation of this approach is very straightforward and convenient, and it is the method of choice for this paper.
5.1. Specific choice of a low-fidelity model

We follow the approach of a relaxed fix point convergence for the three-dimensional N-DOP model to obtain a coarse model employing a reduced number of fixed point iterations, or equivalently, number of model years $n_{cl}$, to solve for an approximation of the steady annual cycle (cf. Section 2.4). As noted before, the time step $\tau$ employed in the underlying time integration scheme (3) is fixed and the same as for the reference fine model. For the sake of further analysis, the coarse model state and number of iterations employed will be denoted by $y_c$ and $n_c$, respectively to be distinguishable from those used for the fine model.

The evaluation time for the coarse models is, compared to the one for the fine model, reduced by the factor $\alpha_{eval}$ which is simply given as

$$\alpha_{eval} = \frac{n_{fl}}{n_{cl}}. \tag{10}$$

Whereas the evaluation time for the fine model is several minutes on a 48-processor cluster, the time required for one coarse model evaluation could be significantly reduced to a few seconds if $n_{cl}$ is sufficiently small.

For initial experiments, we consider distinct coarse models with various values of $n_{cl}$, more specifically

$$n_{cl} = \{2000, 1600, 800, 400, 200, 100, 50, 25\}. \tag{11}$$

Figure 1 shows the convergence of the fix point iteration towards a solution $y(u)$ of (4) as well as the obtained residual in the fix point iteration for the fine model and for the coarse models employing the distinct number of model years given above.

To further assess the quality of approximation of these different coarse models we compare their responses with the one of the reference fine model. For this purpose, Figure 2 shows differences in the fine and coarse model responses for one illustrative tracer (here, $N$) and some point in time and at the uppermost depth layer.

Note that Figure 2, for illustration, shows one selected tracer for one chosen point in time in the whole time interval (here, one year) and at one chosen depth layer only. The total number of depth layers is 15 and the entire discrete time scale is 45 so that it is impossible to present a full model response here. We emphasize that shown responses are “representative” which means that the qualitative behavior of the responses under consideration is similar for the second tracer, other points in time and depth layers. This also holds for all subsequent plots shown in this paper and – for the sake of brevity – will not be mentioned explicitly again.

It can be observed that the differences between the fine and coarse model response become quite noticeable for the coarse models with $n_{cl} \leq 200$. This is confirmed in Figure 3 which shows the entire trajectories at selected spatial locations for the corresponding model responses.

It can be seen that more or less all coarse model responses share the relevant characteristics of the fine model one such as local minima and maxima. Clearly, with decreasing number of $n_{cl}$, the accuracy of the corresponding coarse model response decreases accordingly. However, even with $n_{cl} = 25$, the coarse model response still accounts for the main features of the fine model.

Figure 2: Difference in fine and coarse model responses, $y_f - y_c$, for illustration, here for the tracer $N$, for the uppermost depth layer and at some point in time. The coarse models are obtained by a reduced number of fix point iterations (or equivalently number of model years $n_{cl}$) which are employed to solve for a steady annual cycle in (4). The reference fine model solution $y_f$ is obtained with $n_{fl} = 3000$ model years. Selected depth layer and time are representative for the overall model behavior.
6. Surrogate construction

The surrogate model utilized in this paper falls into the category of physics-based models (cf. Section 4) as it is constructed from the underlying coarse model which is in turn based on the same model equations as the fine one.

As motivated in Section 4, those surrogates, if the underlying coarse model is chosen properly, inherit the relevant physical characteristics of the fine model, so that a reasonable accuracy can be obtained by applying a suitable correction while using a limited number of fine model data. For the same reason, the generalization capability of physics-based models is typically very good, which is in contrast to function-approximation surrogates. Below, we motivate the choice of one specific coarse model and corresponding correction approach.

6.1. Choice of a low-fidelity model and correction approach

As described in Section 4, the surrogate is established at each iteration \( k \) of the SBO optimization loop. The surrogate is set up at the parameter vector \( \mathbf{u}_k \) being the outcome of the previous iteration, using the coarse model response, the fine model response at \( \mathbf{u}_k \), and a suitable correction technique.

In order to select a suitable correction method of the coarse model responses in focus (i.e., the ones with \( n_{c,l} \leq 200 \) model years as was motivated in the last section), we investigate the fine and coarse model responses at a randomly selected reference point \( \mathbf{u}_k \) and its neighborhood, represented by another randomly selected point \( \bar{\mathbf{u}}_k \). Here, \( \| \bar{\mathbf{u}}_k - \mathbf{u}_k \| \approx 6 \), i.e., \( \bar{\mathbf{u}}_k \) lies in a rather close vicinity of \( \mathbf{u}_k \).

Figure 4 shows the fine and coarse model responses \( \mathbf{y}_f, \mathbf{y}_c \) for the same illustrative tracer and spatial locations as in Figure 3, at the reference and neighboring point \( \mathbf{u}_k \) and \( \bar{\mathbf{u}}_k \). For the sake of brevity, we only show the coarse model responses with \( n_{c,l} = 25 \). The qualitative behavior for the other coarse models, i.e., with \( n_{c,l} = 50, 100, 200 \) looks similar. Actually, their accuracy is even higher (see previous Section for details), i.e., their responses lie even closer to the one of the fine model.

It can be seen that the overall “shape” of the coarse model response resembles that of the fine one. Furthermore, the qualitative relation of the fine and coarse model response is rather well preserved (at least locally) for the two selected parameter vectors. In particular, the high-value outputs for both models are corresponding to each other on the time scale, which is the consequence of the coarse model being physics-based. This even holds for the “coarsest” of the coarse models under consideration here, i.e., the one using \( n_{c,l} = 25 \), which indicates that this very model will be suitable to construct the surrogate.

The relationship between the fine and coarse model response indicates that the natural way of constructing the surrogate would be multiplicative response correction. More specifically,
multiplicative response correction is a convenient way of adjusting the response level without distorting the tracer shapes while moving from one parameter vector to another. This technique has already been investigated and successfully applied to a one-dimensional marine ecosystem model in Prieß et al. (2011c), where a motivation for it was similar.

6.2. Surrogate model formulation

The surrogate at iteration $k$ of the optimization process, $s_k$ (cf. Section 4), is generated through a multiplicative correction of the coarse model response (see also Prieß et al. (2011c)). The correction vector, denoted as $a_k$, is simply given as the point-wise division of the fine by the coarse model response at the point $u_k$, i.e.,

$$a_k := \frac{y_f(u_k)}{y_c(u_k)}, \quad k = 1, 2, \ldots \quad (12)$$

Having computed the correction factors, summarized in the correction vector $a_k$, the surrogate model is defined as

$$s_k(u) := a_k y_c(u), \quad (13)$$

where the multiplication in (13) is again meant point-wise. Note that the surrogate model is constructed using just one evaluation of the fine model.

Occasionally, when using the surrogate as given in (12), it might occur a situation where the coarse model response is close to zero (and maybe even negative and/or a few magnitudes smaller than the fine one, which leads to large, possibly negative, entries in the corresponding correction vector $a_k$). Resulting “spikes” appearing in the surrogate’s response can be viewed, in a way, as numerical noise that slows down the algorithm convergence and makes the fine model optimum more difficult to locate. This has already been observed in Prieß et al. (2011b), where a different marine ecosystem model was considered.

In order to estimate a typical magnitude of the correction factors for the given coarse and fine model, we calculate the correction $a_k$ at some randomly chosen parameter vector $u_k$. Figure 5 shows 2D surface plots of the correction factors in $a_k$ at this parameter vector $u_k$, for one representative tracer (here, $N$), selected depth layers, and for some point in time. It can be observed that this particular correction vector – at least for the given parameter vector $u_k$ – does not contain any large (negative) entries.

Nevertheless, we apply some simple modifications (as have been proposed in Prieß et al. (2011b)) that allow us to eliminate any possible influence of the problems described above. These modifications do not require any extra computational overhead, and include: (i) upper bounds $a_{ub}$ for the correction factors in $a_k$, (ii) setting the fine and coarse model response values to zero (and the correction factor to one) if their values lie below a certain threshold $\delta$, which is supposed to be of the order of the discretization error of the model. For the considered problem, we use $\delta = 5 \cdot 10^{-3}$.

The aforementioned modifications can be formally written as follows:

\begin{align*}
(i) \quad y_c(u_k) &= \begin{cases} 0 & \text{if } y_c \leq \delta \\ y_c & \text{else} \end{cases} \\
(ii) \quad y_f(u_k) &= \begin{cases} 0 & \text{if } y_f \leq \delta \\ y_f & \text{else} \end{cases} \\
(iii) \quad a_k &= \begin{cases} 0 & \text{if } a_k \geq a_{ub} \\ a_k & \text{else} \end{cases}
\end{align*}

where the operations are again meant point-wise. These simple means can further improve the accuracy of the surrogate as well as the performance of the optimization algorithm, which has been investigated in Prieß et al. (2011b) for a similar response correction approach and another exemplary model. In the following we choose $a_{ub} = 5$ which, from numerical experiments, turned out to be a reasonable choice.

6.3. Consistency conditions

It should be noted that the surrogate model (12) satisfies, by definition, the 0-order consistency condition in (8) in the point of alignment $u_k$, i.e.,

$$s_k(u_k) = y_f(u_k).$$

Our surrogate model does not use fine model sensitivity data. Hence, the 1st-order consistency condition in (8) cannot be satisfied exactly. Nevertheless, the surrogate exhibits quite good
generalization capability, which means that the surrogate provides a reasonable approximation of the fine one in the neighborhood of \( \mathbf{u}_k \). As noted before, this is a result of the surrogate model being physics-based and since its derivatives are expected to be at least similar to those of the fine model (cf. Section 4.3).

The generalization capability will be analyzed in the next section in more detail. Furthermore, as demonstrated in Section 9, our SBO scheme exploiting the surrogate in (13) is able to yield remarkably good results, not only with respect to the quality of the final solution, but, most importantly, in terms of the low computational cost of the optimization process.

7. Initial validation

In order to validate the multiplicative response correction approach proposed in the last section, we analyze the generalization capability of the surrogate. More specifically, we check whether the surrogate provides a reasonable approximation of the fine model in a neighborhood of the “reference point” \( \mathbf{u}_k \), i.e., the parameter vector where the surrogate is established. Recall, that the model alignment is perfect at \( \mathbf{u}_k \) by definition. Thus, in the following we omit to show the corresponding responses in this reference point.

It should be noted that the fact of possible accuracy loss while moving away from the reference point is not a major concern with respect to the robustness of the surrogate-based optimization process (9). This is because the distance between the reference point and the updated parameter vector obtained by optimizing the surrogate will normally decrease upon convergence of the algorithm, either naturally or forcefully due to the reduction of the trust-region radius (cf. Section 4.3), which improves the accuracy of the surrogate model \( s_k \).

To analyze the properties addressed above we consider the same parameter vectors \( \mathbf{u}_k \), and \( \mathbf{\bar{u}}_k \), as in the last section (see also Figure 4) where we analyzed the qualitative relation of the fine and coarse model responses at different parameter vectors with \( \| \mathbf{\bar{u}}_k - \mathbf{u}_k \| \approx 6 \). Additionally, we consider another point \( \mathbf{\bar{u}}_k \) in a closer vicinity of \( \mathbf{u}_k \), satisfying \( \| \mathbf{\bar{u}}_k - \mathbf{u}_k \| \approx 1 \). Figures 6 shows the fine, coarse and surrogate’s response at the reference point \( \mathbf{u}_k \), its neighborhood \( \mathbf{\bar{u}}_k \) (Figure 6a, 6b) and at \( \mathbf{u}_k \) and the closer neighboring point \( \mathbf{\bar{u}}_k \) (Figure 6c, 6d). Shown are the model responses for the same illustrative tracer and spatial locations as in Figure 4.

It can be observed that the surrogate provides a reasonable approximation of the fine model also at the neighboring point \( \mathbf{\bar{u}}_k \) whereas its accuracy is even increased at the closer point \( \mathbf{\bar{u}}_k \). As an additional evidence, we also present the corresponding model responses on the whole 2D spatial grid (i.e., with the vertical dimension \( z \) kept fixed), at two illustrative depth layers, some point in time and for one tracer (here, \( N \)) in Figures 7. Again, responses at the reference point \( \mathbf{u}_k \) are omitted.

The qualitative validation carried out in this section confirms that the multiplicative response correction approach in conjunction with the coarse model under consideration (i.e., using \( n_{cy} = 25 \)) is a reasonable choice to construct a reliable surrogate. Exploiting the latter in a SBO seems very promising.

8. SBO – optimization setup

The optimization approach in this work has been verified using model-generated, attainable target data \( \mathbf{y}_d \) which is obtained
by evaluating the fine model at some randomly chosen parameter vector, in the following denoted by $u_d$, i.e.,

$$y_d := y_f(u_d).$$

(15)

For this “synthetic setup”, since in this case the target or optimal parameter vector $u_d$ is known, we can assess properties such as the parameter match obtained after employing SBO. This helps us to validate the applicability of our approach. Of course, in a usual setup, i.e., when considering real measurement data, the optimal parameters are unknown.

It is furthermore worth noticing that, for the considered problem, a direct fine model optimization would require immense computational effort (most likely several weeks) which, in practice, is a rather tedious process.

The solution of the surrogate-based optimization is compared to the target data by inspection of the corresponding fine model response and cost function values at this solution. The performance of the SBO process is assessed through investigating the accuracy of matching the target data by the final solution found by the algorithm as well as the computational costs. The latter is measured in terms of equivalent fine model evaluations (cf. Section 8.4 for details.)

The surrogate model is optimized using the MATLAB\textsuperscript{1} function \texttt{fmincon}, exploiting the active-set algorithm.

8.1. Cost function

We define the following discrete cost function, measuring the difference between the discrete model response and the target in a squared Euclidean norm (cf. (6)) as

$$J(z) := \|z - y_d\|_2^2 = \sum_{i=1}^{p} (z_j - (y_d)_j)^2,$$

(16)

with a general state vector $z$ of dimension $p$ and where $z_j$ denotes the value (i.e., the concentration) of the state $z$ at one

\textsuperscript{1}MATLAB is a registered trademark of The MathWorks, Inc., http://www.mathworks.com
discrete (spatial and temporal) point and for one tracer. In this paper we particularly use a whole trajectory of the model solution in the cost function, which is one year (or, equivalently, 45 discrete time steps).

For SBO, we now consider the following optimization problem (cf. (9)):

\[ \mathbf{u}_{k+1} = \text{argmin}_{\mathbf{u} \in U_{\text{ad}}} J(\mathbf{s}_k(\mathbf{u})), \quad k = 0, 1, \ldots \]

where \( \| \mathbf{u} - \mathbf{u}_k \| \leq \delta_0 \)

\[ U_{\text{ad}} := \{ \mathbf{u} \in \mathbb{R}^m : \mathbf{b}_l \leq \mathbf{u} \leq \mathbf{b}_u \}, \quad \mathbf{b}_l, \mathbf{b}_u \in \mathbb{R}^m, \quad \mathbf{b}_l < \mathbf{b}_u, \]

where, for the example model treated in this paper we have \( m = 7 \) and where the specific initial and optimal parameter vector \( \mathbf{u}_0 \) and \( \mathbf{u}_k \), the lower and upper parameter bounds \( \mathbf{b}_l \) and \( \mathbf{b}_u \) are explicitly given in Table 2. In (17), we enhance each optimization step by employing the trust-region convergence safeguard as introduced in Section 4. See the next subsection for further details.

At each iteration \( k \) of the optimization process (17), the surrogate is obtained by evaluating both the coarse and the fine model using the correction as given in (13) and the simple modification proposed in (14). The optimization of each surrogate \( \mathbf{s}_k \) requires evaluations of the underlying (computationally cheap) coarse model only. For the considered approach, since we do not use fine model sensitivity data (cf. Section 6.3), the fine model has to be evaluated only once at the beginning of each iteration \( k \) in (17) which keeps the overall optimization cost low.

8.2. Trust-region convergence safeguards

As described in Section 4, the surrogate-based scheme (17) is provable convergent to at least a local optimum of (6), if the surrogate \( \mathbf{s}_k \) satisfies 0- and 1-order consistency conditions (Conn et al., 2000; Koziel et al., 2010) with the fine model at \( \mathbf{u}_k \) (cf. (8)) and provided that both the coarse and the fine model are sufficiently smooth and the algorithm is enhanced by the trust-region (TR) safeguard as given in (9).

In (17), the trust-region radius \( \delta_k \) is updated after each iteration, i.e., decreased, if the new design was rejected or if the improvement of the fine model objective function was too small compared to the prediction given by the surrogate, or increased otherwise. We use classical updating rules (Conn et al., 2000; Koziel et al., 2010) with slightly modified parameters as

\[ \delta_0 = 2, \quad \delta_k = \begin{cases} \delta_k / \max \text{decr}, & \text{if } \rho_k < r_{\text{decr}} \\ \delta_k / \max \text{incr}, & \text{if } \rho_k > r_{\text{incr}} \end{cases}, \]

\[ r_{\text{incr}} = 0.75, \quad r_{\text{decr}} = 0.01, \quad \max \text{decr} = 3, \quad \max \text{incr} = 20, \]

where \( \rho_k \) denotes the gain ratio in iteration \( k \) defined as follows:

\[ \rho_k := \frac{f_{\text{new}} - f_{\text{old}}}{s_{\text{new}} - s_{\text{old}}}, \quad f_{\text{old}} := J(\mathbf{y}_f(\mathbf{u}_k)), \quad f_{\text{new}} := J(\mathbf{y}_f(\mathbf{u}_{k+1})), \]

Note that values specified above are fairly standard except \( r_{\text{decr}} \) and \( \max \text{decr} \); the first one is smaller than, whereas the latter is larger than usual. It was found out that these values are typically more suitable for surrogate-based optimization schemes working with physics-based surrogates.

As pointed out in Section 6.3, the surrogate defined in (12) does not satisfy the 1st-order consistency condition in (8) exactly. Still, applying a TR safeguard is reasonable, which is because the physics-based surrogate inherits substantial knowledge about the marine model under consideration so that its derivatives are expected to be at least similar to those of the fine model. Moreover, the accuracy of the surrogate model increases with the decrease of the TR radius as briefly validated in Section 7. Numerical results of an illustrative SBO run provided in the next section support the applicability of a TR safeguard, even without using fine model sensitivity data to ensure the 1st-order consistency exactly.

8.3. Stopping criteria

The process (17) of aligning the coarse model to obtain the surrogate and subsequent optimization of this surrogate is repeated until a user-defined termination condition is satisfied (cf. Section 4).

For the considered problem, we use the absolute step size (measured in the Euclidean norm) between two successive iterates \( \mathbf{u}_k \) and \( \mathbf{u}_{k-1} \) as well as a lower bound for the TR radius \( \delta_k \), in the following denoted by \( \delta_k^\text{min} \). In practice, we chosen a smaller bound for TR radius than for gamma because of the large value of \( \max \text{decr} \).

We define the overall solution of the SBO – in the following denoted as \( \mathbf{u}^* \) – as the design obtained when either the absolute step size is equal or below a given threshold \( \gamma \) or if the updated TR radius \( \delta_k \) is below the given lower bound \( \delta_k^\text{min} \), i.e.,

\[ \mathbf{u}^* := \left\{ \mathbf{u}_k \mid \| \mathbf{u} - \mathbf{u}_{k-1} \| \leq \gamma \lor \left( \delta_k \leq \delta_k^\text{min} \right) \right\}. \]

It might not be necessary to run the SBO until convergence: an approximate solution might be sufficient as the surrogate model is not perfectly accurate anyway so that using a rather relaxed stopping criterion could allow us to obtain a sufficiently accurate solution at rather low computational cost.

To trade the quality of the solution obtained by SBO against the corresponding computational costs, we consider three distinct values for the threshold, more specifically

\[ (\gamma, \delta_k^\text{min}) = (10^{-1}, 10^{-2}), (10^{-2}, 10^{-3}), (10^{-4}, 10^{-5}). \]

8.4. Optimization cost

This cost of the SBO is measured in terms of the total number of equivalent fine model evaluations. The cost for the evaluation of the coarse model is, compared to the cost for the corresponding fine model evaluation, reduced by the factor \( \alpha_{\text{eval}} \) as given in (10), which is \( \alpha_{\text{eval}} = 120 \) for the selected coarse model under consideration. In other words, \( \alpha_{\text{eval}} \) evaluations of the coarse model are equivalent to (or, as expensive as) one fine model evaluation. On the other hand, the cost of one iteration of the surrogate-based optimization procedure (17) equals to
Table 2: Initial, optimal and final parameters $u_0$, $u_d$ and $u^*$ for the exemplary SBO run. Solution $u^*$ of the SBO problem given in (17) is determined by the stopping criterion (20). The iterates $u_2$, $u_5$ and $u_{10}$ correspond to thresholds $\gamma = 10^{-1}, 10^{-2}, 10^{-4}$.

<table>
<thead>
<tr>
<th>iterate</th>
<th>$u_1$</th>
<th>$u_2$</th>
<th>...</th>
<th>$u_5$</th>
<th>$u_{10}$</th>
<th>$u_d$</th>
<th>$b_l$</th>
<th>$b_u$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$u_0$</td>
<td>0.3</td>
<td>5.0</td>
<td>0.4</td>
<td>0.8</td>
<td>25</td>
<td>0.04</td>
<td>0.78</td>
<td></td>
</tr>
<tr>
<td>$u_2$</td>
<td>0.502</td>
<td>3.328</td>
<td>0.633</td>
<td>0.845</td>
<td>24.886</td>
<td>0.036</td>
<td>0.92</td>
<td></td>
</tr>
<tr>
<td>$u_5$</td>
<td>0.482</td>
<td>2.562</td>
<td>0.652</td>
<td>0.856</td>
<td>24.99</td>
<td>0.027</td>
<td>0.885</td>
<td></td>
</tr>
<tr>
<td>$u_{10}$</td>
<td>0.485</td>
<td>2.334</td>
<td>0.659</td>
<td>0.745</td>
<td>25.076</td>
<td>0.025</td>
<td>0.864</td>
<td></td>
</tr>
<tr>
<td>$u_d$</td>
<td>0.5</td>
<td>2.0</td>
<td>0.67</td>
<td>0.5</td>
<td>30.0</td>
<td>0.02</td>
<td>0.858</td>
<td></td>
</tr>
<tr>
<td>$b_l$</td>
<td>0.25</td>
<td>1.5</td>
<td>0.05</td>
<td>0.25</td>
<td>10.0</td>
<td>0.01</td>
<td>0.7</td>
<td></td>
</tr>
<tr>
<td>$b_u$</td>
<td>0.75</td>
<td>200.0</td>
<td>0.95</td>
<td>1.5</td>
<td>50.0</td>
<td>0.05</td>
<td>1.5</td>
<td></td>
</tr>
</tbody>
</table>

Figure 8: Convergence of the cost function value $J(y_f)$ (cf. (16)), the step size norm and of the trust-region radius $\delta_k$ (both versus number of iterations and equivalent number of fine model evaluations) for an illustrative SBO run. Updated TR radii according to (18) and (19) and – for the sake of better visibility – semi-log plots are shown.

Figure 10 and 11 present the fine model response at the solution $u^*$ of the SBO run, with $u^*$ considered as one of the iterates $u_2$, $u_5$ and $u_{10}$ corresponding to different values for the threshold $\gamma$ used in the stopping criterion (cf. Section 8.3). Table 2 shows the corresponding parameter values.

9. SBO – results and discussion

The operation and performance of the proposed algorithm is illustrated through the results of an exemplary test run with the reference fine model as defined in Section 2.4, the coarse model using $n_{c,l} = 25$ and the correction approach as motivated in Section 6.1).

Figure 8 and 9 show corresponding convergence plots for the cost function value $J(y_f)$ (cf. (16)), the squared step size norm, the trust-region radius $\delta_k$ (both versus number of iterations and equivalent number of fine model evaluations) and for the single parameter values $u_k$.

It can be observed that a reasonably accurate solution, $y_f(u_2)$, i.e., a solution that is sufficiently close to the target $y_d$, can be obtained after two iterations of the SBO, which corresponds to a termination condition employing a threshold of $\gamma = 10^{-1}$.
Figure 9: Convergence plots for the single parameter values $u_{k,i}$ for each iteration $k$ of an illustrative SBO run.

Figure 10: Solutions $y_f(u_2)$, $y_f(u_5)$ and $y_f(u_{10})$ obtained by an illustrative SBO run after two 10a, five 10b and ten 10c iterations – corresponding to different thresholds employed in the termination condition in (20). Shown are, from left to right, the fine model response $y_f$ at the initial parameter vector $u_0$, at the solution $u_k$ and the target response $y_d$, for one representative tracer (here, $N$), some point in time and at the uppermost depth layer.
After five iterations (corresponding to $\gamma = 10^{-2}$), both the quality of the solution $y_f(u_5)$ and the parameter match can be further increased. This is further supported by the obtained decrease in the corresponding cost function value as shown in Figure 8. A threshold of $\gamma = 10^{-4}$ which is reached after ten iterations in the SBO process, with a solution $y_f(u_{10})$, yields only slight improvements.

The crucial point is that these solutions by SBO can be obtained at the cost of a very few fine model evaluations only, more specifically 9, 22 and 46 equivalent fine model evaluations corresponding to approximately one or a few evaluations of the fine model gradient were required to obtain the solutions $u_2$, $u_5$ and $u_{10}$.

A dramatic reduction of the optimization costs can be achieved by SBO. While direct optimization of the fine model was not performed, its cost can be estimated based on the number of model evaluations necessary to optimize the surrogate model, which is a few hundred to a thousand. Assuming approximately 30 minutes for a single fine mode evaluation on a 48-processor cluster, a direct optimization approach could hence require about 15 days. On the other hand, the whole SBO run requires approximately 4 to 23 hours (depending on the required accuracy and hence number of iterations performed).

As pointed out before, we do not use fine model sensitivity data in the definition of the surrogate (cf. Section 6). Thus, 1st-order consistency is not ensured exactly and the obtained accuracy in terms of parameter match for some parameters is clearly not perfect. This could possibly be because of low sensitivity of the model with respect to some of the parameters which has already been discovered in Rückelt et al. (2010) for another marine ecosystem model. A similar investigation for the N-DOP model in this paper would be useful. On the other hand, the solution is definitely sufficiently accurate in terms of matching the target output as indicated in Figure 10. However, by including fine model sensitivity, the algorithm might be capable of locating the solution even more precisely in terms of model parameters.

Concluding, SBO using a multiplicative response correction approach in conjunction with the proposed coarse model is able to yield a remarkably accurate solution – most importantly in terms of the quality of the final solution – whereas achieving significant cost savings from 93 up to 99% (estimated values). It is worth noticing, that yielding such cost savings will become even more important when considering for example a finer temporal and/or spatial resolution for the reference fine model if a more accurate fine model solution is considered as the reference.

10. Conclusions

Identification of model parameters in climate science can be computationally very expensive or even beyond the capabilities of modern computer power. A direct approach, where the high-fidelity (or fine) model under consideration is optimized to make its output match a given target data is often infeasible when such an identification process is performed using conventional optimization algorithms that require a large number of model evaluations. The development of faster methods becomes critical, particularly for handling complex three-dimensional models.

Surrogate-based optimization (SBO) addresses these issues by replacing the original fine model in the optimization loop by
a surrogate, its computationally cheap but yet reasonably accurate representation. In this paper we exploit physics-based surrogates constructed by suitable correction of a low-fidelity (or coarse) models. We demonstrate that a combination of properly selected low-fidelity model and simple, multiplicative response correction, allows us to build a reliable prediction tool that helps us locating the fine model optimum at a low computational cost.

As a case study, we considered parameter optimization for a selected representative of the class of global three-dimensional coupled marine ecosystem models, simulating the concentrations of phosphate (nutrients) and dissolved organic phosphorus. For this example problem, a physics-based coarse model is obtained from a truncated spin-up which is used to solve for a steady annual cycle. We demonstrate that the proposed multiplicative response correction approach can reduce the misalignment between the coarse and fine model leading to a reliable approximation of the original, fine ecosystem model.

We furthermore presented the results of an illustrative SBO run using model-generated, attainable target data to verify our approach. Solutions demonstrate that by iteratively updating and re-optimization of the proposed surrogate we are able to obtain a remarkably accurate solution at the cost of a very few evaluations of the fine model only. Whereas a direct optimization run using the fine model in a classical optimization loop would typically require several weeks on a 48-processor cluster, the computational cost using such a surrogate can be significantly reduced down to a few hours.

Enhancement of the present approach by coarse/fine model sensitivity would allow us to locate fine model optimum more accurately. Employing those improvements, an investigation of the trade-off between the solution accuracy and the extra computational overhead related to sensitivity calculation will be crucial. Also, considering other ways of reducing the CPU cost of the coarse model such as coarsening the temporal and/or spatial discretization will be of great interest since this may further improve the cost savings when compared to the results presented here. Furthermore, the application to real measurement data will be necessary to demonstrate the full capabilities of this approach.
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